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Preface

During the past years, there has been a quickly rising interest in radio access
technologies for providing mobile as well as nomadic and fixed services for voice,
video and data. The difference in design, implementation, and use between telecom
and datacom technologies is also getting more blurred. One example is cellular
technologies from the telecom world being used for broadband data and wireless
LAN from the datacom world being used for voice over IP.

Today, the most widespread radio access technology for mobile communication is
digital cellular, with the number of user forecasted to reach 3 billion by 2007, which
is almost half of the world’s population. It has emerged from early deployments
of an expensive voice service for a few car-borne users, to today’s widespread
use of third generation mobile-communication devices that provide a range of
mobile services and often include camera, MP3 player and PDA functions. With
this widespread use and increasing interest in 3G, a continuing evolution ahead is
foreseen.

This book describes the evolution of 3G digital cellular into an advanced broadband
mobile access. The focus of this book is on the evolution of the 3G mobile commu-
nication as developed in the 3GPP standardization (Third Generation Partnership
Project), looking at the radio access and access network evolution.

This book is divided into five parts. Part I gives the background to 3G and its
evolution, looking also at the different standards bodies and organizations involved
in the process of defining 3G. It is followed by a discussion of the reasons and
driving forces behind the 3G evolution. Part II gives a deeper insight into some
of the technologies that are included, or are expected to be included as part of the
3G evolution. Because of its generic nature, Part II can be used as a background
not only for the evolution steps taken in 3GPP as described in this book, but also
for readers that want to understand the technology behind other systems, such as
WiMAX and CDMA2000.

Part III describes the currently ongoing evolution of 3G WCDMA into High Speed
Packet Access (HSPA). It gives an overview of the key features of HSPA and its
continued evolution in the context of the technologies from Part II. Following
this, the different uplink and downlink components are outlined and finally more
detailed descriptions of how they work together are given.

xxv
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xxvi Preface

Part IV introduces the Long Term Evolution (LTE) and System Architecture Evo-
lution (SAE). As a start, the agreed requirements and objectives for LTE are
described. This is followed by an introductory technical overview of LTE, where
the most important technology components are introduced, also here based on the
generic technologies given in Part II. As a second step, a more detailed description
of the protocol structure is given, with further details on the uplink and downlink
transmission schemes and access procedures. The system architecture evolution,
applicable to both LTE and HSPA, is given with details of Radio Access Network
and Core Network.

Finally in Part V, an assessment is made of the 3G evolution. An evaluation of the
performance puts the 3G evolution tracks in relation to the targets set in 3GPP.
Through an overview of similar technologies developed in other standards bodies,
it will be clear that the technologies adopted for the evolution in 3GPP are imple-
mented in many other systems as well. Finally looking into the future, it will be
seen that the 3G evolution does not stop with the HSPA Evolution and LTE.
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1
Background of 3G evolution

From the first experiments with radio communication by Guglielmo Marconi in
the 1890s, the road to truly mobile radio communication has been quite long. To
understand the complex 3G mobile-communication systems of today, it is also
important to understand where they came from and how cellular systems have
evolved from an expensive technology for a few selected individuals to today’s
global mobile-communication systems used by almost half of the world’s popula-
tion. Developing mobile technologies has also changed, from being a national or
regional concern, to becoming a very complex task undertaken by global standards-
developing organizations such as the Third Generation Partnership Project (3GPP)
and involving thousands of people.

1.1 History and background of 3G

The cellular technologies specified by 3GPP are the most widely deployed in the
world, with the number of users passing 2 billion in 2006. The latest step being
studied and developed in 3GPP is an evolution of 3G into an evolved radio access
referred to as the Long-Term Evolution (LTE) and an evolved packet access core
network in the System Architecture Evolution (SAE). By 2009–2010, LTE and
SAE are expected to be first deployed.

Looking back to when it all it started, it begun several decades ago with early
deployments of analog cellular services.

1.1.1 Before 3G

The US Federal Communications Commission (FCC) approved the first commer-
cial car-borne telephony service in 1946, operated by AT&T. In 1947 AT&T also
introduced the cellular concept of reusing radio frequencies, which became fun-
damental to all subsequent mobile-communication systems. Commercial mobile
telephony continued to be car-borne for many years because of bulky and

3
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power-hungry equipment. In spite of the limitations of the service, there were
systems deployed in many countries during the 1950s and 1960s, but the users
counted only in thousands at the most.

These first steps on the road of mobile communication were taken by the monopoly
telephone administrations and wire-line operators. The big uptake of subscribers
and usage came when mobile communication became an international concern
and the industry was invited into the process. The first international mobile
communication system was the analog NMT system (Nordic Mobile Telephony)
which was introduced in the Nordic countries in 1981, at the same time as
analog AMPS (Advanced Mobile Phone Service) was introduced in North Amer-
ica. Other analog cellular technologies deployed worldwide were TACS and
J-TACS. They all had in common that equipment was still bulky, mainly car-
borne, and voice quality was often inconsistent, with ‘cross-talk’ between users
being a common problem.

With an international system such as NMT came the concept of ‘roaming,’ giving
a service also for users traveling outside the area of their ‘home’ operator. This
also gave a larger market for the mobile phones, attracting more companies into
the mobile communication business.

The analog cellular systems supported ‘plain old telephony services,’ that is voice
with some related supplementary services. With the advent of digital commu-
nication during the 1980s, the opportunity to develop a second generation of
mobile-communication standards and systems, based on digital technology, sur-
faced. With digital technology came an opportunity to increase the capacity of the
systems, to give a more consistent quality of the service, and to develop much
more attractive truly mobile devices.

In Europe, the telecommunication administrations in CEPT1 initiated the
GSM project to develop a pan-European mobile-telephony system. The GSM
activities were in 1989 continued within the newly formed European Telecom-
munication Standards Institute (ETSI). After evaluations of TDMA, CDMA, and
FDMA-based proposals in the mid-1980s, the final GSM standard was built on
TDMA. Development of a digital cellular standard was simultaneously done by
TIA in the USA resulting in the TDMA-based IS-54 standard, later simply referred
to as US-TDMA. A somewhat later development of a CDMA standard called IS-
95 was completed by TIA in 1993. In Japan, a second-generation TDMA standard
was also developed, usually referred to as PDC.

1 The European Conference of Postal and Telecommunications Administrations (CEPT) consist of the telecom
administrations from 47 countries.
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All these standards were ‘narrowband’ in the sense that they targeted ‘low-
bandwidth’ services such as voice. With the second-generation digital mobile
communications came also the opportunity to provide data services over the
mobile-communication networks. The primary data services introduced in 2G
were text messaging (SMS) and circuit-switched data services enabling e-mail and
other data applications. The peak data rates in 2G were initially 9.6 kbps. Higher
data rates were introduced later in evolved 2G systems by assigning multiple time
slots to a user and by modified coding schemes.

Packet data over cellular systems became a reality during the second half of the
1990s, with General Packet Radio Services (GPRS) introduced in GSM and packet
data also added to other cellular technologies such as the Japanese PDC standard.
These technologies are often referred to as 2.5G. The success of the wireless data
service iMode in Japan gave a very clear indication of the potential for applications
over packet data in mobile systems, in spite of the fairly low data rates supported
at the time.

With the advent of 3G and the higher-bandwidth radio interface of UTRA (Uni-
versal Terrestrial Radio Access) came possibilities for a range of new services that
were only hinted at with 2G and 2.5G. The 3G radio access development is today
handled in 3GPP. However, the initial steps for 3G were taken in the early 1990s,
long before 3GPP was formed.

What also set the stage for 3G was the internationalization of cellular standardiza-
tion. GSM was a pan-European project, but quickly attracted worldwide interest
when the GSM standard was deployed in a number of countries outside Europe.
There are today only three countries worldwide where GSM is not deployed. A
global standard gains in economy of scale, since the market for products becomes
larger. This has driven a much tighter international cooperation around 3G cellular
technologies than for the earlier generations.

1.1.2 Early 3G discussions

Work on a third-generation mobile communication started in ITU (International
Telecommunication Union) in the 1980s. The radiocommunication sector ITU-R
issued a first recommendation defining Future Public Land Mobile Telecommu-
nications Systems (FPLMTS) in 1990, later revised in 1997 [48]. The name for
3G within ITU had by then changed from FPLMTS to IMT-2000. The World
Administrative Radio Congress WARC-92 identified 230 MHz of spectrum for
IMT-2000 on a worldwide basis. Of these 230 MHz, 2× 60 MHz were identified
as paired spectrum for FDD and 35 MHz as unpaired spectrum for TDD, both for
terrestrial use. Some spectrum was also set aside for satellite services. With that,
the stage was set to specify IMT-2000.
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Task Group 8/1 within ITU-R developed a range of recommendations for IMT-
2000, defining a framework for services, network architectures, radio interface
requirements, spectrum considerations, and evaluation methodology. Both a
terrestrial and a satellite component were defined.

Task Group 8/1 defined the process for evaluating IMT-2000 technologies in ITU-
R recommendation M.1225 [45]. The evaluation criteria set the target data rates
for the 3G circuit-switched and packet-switched data services:

• Up to 2 Mbps in an indoor environment.
• Up to 144 kbps in a pedestrian environment.
• Up to 64 kbps in a vehicular environment.

These numbers became the benchmark that all 3G technologies were compared
with. However, already today, data rates well beyond 2 Mbps can be seen in
deployed 3G systems.

1.1.3 Research on 3G

In parallel with the widespread deployment and evolution of 2G mobile-
communication systems during the 1990s, substantial efforts were put into 3G
research activities. In Europe the partially EU-funded project Research into
Advanced Communications in Europe (RACE) carried out initial 3G research in
its first phase. 3G in Europe was named Universal Mobile Telecommunications
Services (UMTS). In the second phase of RACE, the CODIT project (Code Divi-
sion Test bed) and the ATDMA project (Advanced TDMA Mobile Access) further
developed 3G concepts based on Wideband CDMA (WCDMA) and Wideband
TDMA technologies. The next phase of related European research was Advanced
Communication Technologies and Services (ACTS), which included the UMTS-
related project Future Radio Wideband Multiple Access System (FRAMES).
The FRAMES project resulted in a multiple access concept that included both
Wideband CDMA and Wideband TDMA components.

At the same time parallel 3G activities were going on in other parts of the world.
In Japan, the Association of Radio Industries and Businesses (ARIB) was in the
process of defining a 3G wireless communication technology based on Wideband
CDMA. Also in the US, a Wideband CDMA concept called WIMS was developed
within the T1.P12 committee. Also Korea started work on Wideband CDMA at
this time.

2 The T1.P1 committee was part of T1 which presently has joined the ATIS standardization organization.
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The FRAMES concept was submitted to the standardization activities for 3G in
ETSI,3 where other multiple access proposals were also introduced by the industry,
including the Wideband CDMA concept from the ARIB standardization in Japan.
The ETSI proposals were merged into five concept groups, which also meant that
the Wideband CDMA proposals from both Europe and Japan were merged.

1.1.4 3G standardization starts

The outcome of the ETSI process in early 1998 was the selection of Wideband
CDMA (WCDMA) as the technology for UMTS in the paired spectrum (FDD)
and TD-CDMA (Time Division CDMA) for the unpaired spectrum (TDD). There
was also a decision to harmonize the parameters between the FDD and the TDD
components.

The standardization of WCDMA went on in parallel in ETSI and ARIB until the
end of 1998 when the Third Generation Partnership Project (3GPP) was formed
by standards-developing organizations from all regions of the world. This solved
the problem of trying to maintain parallel development of aligned specifications in
multiple regions. The present organizational partners of 3GPP are ARIB (Japan),
CCSA (China), ETSI (Europe), ATIS (USA), TTA (Korea) and TTC (Japan).

1.2 Standardization

1.2.1 The standardization process

Setting a standard for mobile communication is not a one-time job, it is an ongoing
process. The standardization forums are constantly evolving their standards trying
to meet new demands for services and features. The standardization process is
different in the different forums, but typically includes the four phases illustrated
in Figure 1.1:

1. Requirements, where it is decided what is to be achieved by the standard.
2. Architecture, where the main building blocks and interfaces are decided.
3. Detailed specifications, where every interface is specified in detail.
4. Testing and verification, where the interface specifications are proven to work

with real-life equipment.

These phases are overlapping and iterative. As an example, requirements can be
added, changed, or dropped during the later phases if the technical solutions call

3 The TDMA part of the FRAMES project was also fed into 2G standardization as the evolution of GSM into
EDGE (Enhanced Data rates for GSM Evolution).
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Architecture Detailed
specifications

Testing and
verificationRequirements

Figure 1.1 The standardization phases and iterative process.

for it. Likewise, the technical solution in the detailed specifications can change
due to problems found in the testing and verification phase.

Standardization starts with the requirements phase, where the standards body
decides what should be achieved with the standard. This phase is usually relatively
short.

In the architecture phase, the standards body decides about the architecture, i.e.
the principles of how to meet the requirements. The architecture phase includes
decisions about reference points and interfaces to be standardized. This phase is
usually quite long and may change the requirements.

After the architecture phase, the detailed specification phase starts. It is in this
phase the details for each of the identified interfaces are specified. During the
detailed specification of the interfaces, the standards body may find that it has to
change decisions done either in the architecture or even in the requirements phases.

Finally, the testing and verification phase starts. It is usually not a part of the
actual standardization in the standards bodies, but takes place in parallel through
testing by vendors and interoperability testing between vendors. This phase is the
final proof of the standard. During the testing and verification phase, errors in the
standard may still be found and those errors may change decisions in the detailed
standard. Albeit not common, changes may need to be done also to the architecture
or the requirements. To verify the standard, products are needed. Hence, the imple-
mentation of the products starts after (or during) the detailed specification phase.
The testing and verification phase ends when there are stable test specifications
that can be used to verify that the equipment is fulfilling the standard.

Normally, it takes one to two years from the time when the standard is completed
until commercial products are out on the market. However, if the standard is built
from scratch, it may take longer time since there are no stable components to build
from.

1.2.2 3GPP

The Third-Generation Partnership Project (3GPP) is the standards-developing
body that specifies the 3G UTRA and GSM systems. 3GPP is a partnership
project formed by the standards bodies ETSI, ARIB, TTC, TTA, CCSA and
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Figure 1.2 3GPP organization.

ATIS. 3GPP consists of several Technical Specifications Groups (TSGs), (see
Figure 1.2).

A parallel partnership project called 3GPP2 was formed in 1999. It also
develops 3G specifications, but for cdma2000, which is the 3G technology devel-
oped from the 2G CDMA-based standard IS-95. It is also a global project, and the
organizational partners are ARIB, CCSA, TIA, TTA and TTC.

3GPP TSG RAN is the technical specification group that has developed WCDMA,
its evolution HSPA, as well as LTE, and is in the forefront of the technology. TSG
RAN consists of five working groups (WGs):

1. RAN WG1 dealing with the physical layer specifications.
2. RAN WG2 dealing with the layer 2 and layer 3 radio interface specifications.
3. RAN WG3 dealing with the fixed RAN interfaces, for example interfaces

between nodes in the RAN, but also the interface between the RAN and the
core network.

4. RAN WG4 dealing with the radio frequency (RF) and radio resource manage-
ment (RRM) performance requirements.

5. RAN WG5 dealing with the terminal conformance testing.
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The scope of 3GPP when it was formed in 1998 was to produce global specifica-
tions for a 3G mobile system based on an evolved GSM core network, including
the WCDMA-based radio access of the UTRA FDD and the TD-CDMA-based
radio access of the UTRA TDD mode. The task to maintain and develop the
GSM/EDGE specifications was added to 3GPP at a later stage. The UTRA
(and GSM/EDGE) specifications are developed, maintained and approved in
3GPP. After approval, the organizational partners transpose them into appropriate
deliverables as standards in each region.

In parallel with the initial 3GPP work, a 3G system based on TD-SCDMA was
developed in China. TD-SCDMA was eventually merged into Release 4 of the
3GPP specifications as an additional TDD mode.

The work in 3GPP is carried out with relevant ITU recommendations in mind and
the result of the work is also submitted to ITU. The organizational partners are
obliged to identify regional requirements that may lead to options in the standard.
Examples are regional frequency bands and special protection requirements local
to a region. The specifications are developed with global roaming and circulation
of terminals in mind. This implies that many regional requirements in essence will
be global requirements for all terminals, since a roaming terminal has to meet the
strictest of all regional requirements. Regional options in the specifications are
thus more common for base stations than for terminals.

The specifications of all releases can be updated after each set of TSG meetings,
which occur 4 times a year. The 3GPP documents are divided into releases, where
each release has a set of features added compared to the previous release. The fea-
tures are defined in Work Items agreed and undertaken by the TSGs. The releases
up to Release 7 and some main features of those are shown in Figure 1.3. The
date shown for each release is the day the content of the release was frozen. For
historical reasons, the first release is numbered by the year it was frozen (1999),
while the following releases are numbered 4, 5, etc.

For the WCDMA Radio Access developed in TSG RAN, Release 99 contains all
features needed to meet the IMT-2000 requirements as defined by ITU. There
are circuit-switched voice and video services, and data services over both packet-
switched and circuit-switched bearers. The first major addition of radio access
features to WCDMA is Release 5 with High Speed Downlink Packet Access
(HSDPA) and Release 6 with Enhanced Uplink. These two are together referred
to as HSPA and are described in more detail in Part III of this book. With HSPA,
UTRA goes beyond the definition of a 3G mobile system and also encompasses
broadband mobile data.
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R99
December 1999 Rel-4

March 2001
• CS and PS
• R99 Radio
   Bearers

• Enhancements
• TD-SCDMA
  etc.• MMS

• Location
   Services
   etc.

Rel-5
March 2002

• HSDPA
• IMS
• AMR-WB
  Speech
   etc.

Rel-6
March 2005

• Enhanced
  Uplink
• MBMS
• WLAN-UMTS
  Interworking
  etc.

Rel-7, 8, ...

• LTE
• SAE
• HSPA Evolution
  etc.

Figure 1.3 Releases of 3GPP specifications for UTRA.

With the studies of an Evolved UTRAN (LTE) and the related System Architecture
Evolution (SAE), further steps are taken in terms of broadband capabilities. The
specific solutions chosen for LTE and SAE are described in Part IV of this book.

1.2.3 IMT-2000 activities in ITU

The present ITU work on 3G takes place in ITU-R Working Party 8F (WP8F),
where 3G systems are referred to as IMT-2000. WP8F does not write techni-
cal specifications for IMT-2000, but has kept the role of defining IMT-2000,
cooperating with the regional standardization bodies and to maintain a set of
recommendations for IMT-2000.

The main IMT-2000 recommendation is ITU-R M.1457 [46], which identifies
the IMT-2000 radio interface specifications (RSPC). The recommendation con-
tains a ‘family’ of radio interfaces, all included on an equal basis. The family of
five terrestrial radio interfaces is illustrated in Figure 1.4, which also shows what
Standards Developing Organizations (SDO) or Partnership Projects produce the
specifications. In addition, there are several IMT-2000 satellite radio interfaces
defined, not illustrated in Figure 1.4.

For each radio interface, M.1457 contains an overview of the radio interface,
followed by a list of references to the detailed specifications. The actual specifica-
tions are maintained by the individual SDOs and M.1457 provides URLs locating
the specifications at each SDOs web archive.

With the continuing development of the IMT-2000 radio interfaces, including the
evolution of UTRA to Evolved UTRA, the ITU recommendations also need to be
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(CDMA2000)
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3GPP
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TDMA Single-Carrier

(UWC 136)

ATIS/TIA

Figure 1.4 The definition of IMT-2000 in ITU-R.

updated. ITU-R WP8F continuously revises recommendation M.1457 and at the
time of writing it is in its fifth version, with the sixth version awaiting approval.
Input to the updates is provided by the SDOs and Partnership Projects writing the
standards.

In addition to maintaining the IMT-2000 specifications, the main activity in ITU-R
WP8F is the work on systems beyond IMT-2000, recently named IMT-Advanced.
This work includes studies of services and technologies, market forecasts, princi-
ples for standardization, estimation of spectrum needs, and identification of can-
didate frequency bands for IMT-Advanced [47]. The spectrum work also involves
sharing studies between IMT-Advanced and other technologies in those bands.

1.3 Spectrum for 3G

Spectrum for 3G was first identified at the World Administrative Radio Congress
WARC-92. Resolution 212 [60] identified the bands 1885–2025 and 2110–
2200 MHz as intended for use by national administrations that want to implement
IMT-2000. Of these 230 MHz of 3G spectrum, 2× 30 MHz were intended for the
satellite component of IMT-2000 and the rest for the terrestrial component. Parts
of the bands were during the 1990s used for deployment of 2G cellular systems,
especially in the Americas. The first deployment of 3G in 2001–2002 by Japan and
Europe were done in this band allocation, and it is for that reason often referred
to as the IMT-2000 ‘core band.’
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Additional spectrum for IMT-2000 was identified at the World Radiocommunica-
tion Conference WRC-2000 in Resolutions 223 and 224, where it was considered
that an additional need for 160 MHz of spectrum for IMT-2000 was forecasted
by ITU-R. The identification includes the bands used for 2G mobile systems in
806–960 MHz and 1710–1885 MHz, and ‘new’ 3G spectrum in the bands 2500–
2690 MHz. The identification of bands assigned for 2G was also a recognition of
the evolution of existing 2G mobile systems into 3G.

The somewhat diverging arrangement between regions of the frequency bands
assigned to 3G means that there is not a single band that can be used for 3G roaming
worldwide. Large efforts have however been put into defining a minimum set of
bands that can be used to provide roaming. In this way, multi-band devices can
provide efficient worldwide roaming for 3G.

The worldwide frequency arrangements are outlined in ITU-R recommendation
M.1036 [44]. The recommendation also identifies which parts of the spectrum
that are paired and which are unpaired. For the paired spectrum, the bands for
uplink (mobile transmit) and downlink (base-station transmit) are identified for
Frequency Division Duplex (FDD) operation. The unpaired bands can for example
be used for Time Division Duplex (TDD) operation. Note that the band that is most
globally deployed for 3G is still 2 GHz.

3GPP first defined UTRA in Release 99 for the 2 GHz bands, with 2× 60 MHz
for UTRA FDD and 20+ 15 MHz of unpaired spectrum for UTRA TDD. A
separate definition was also made for the use of UTRA in the US PCS bands at
1900 MHz. The concept of frequency bands with separate and release-independent
requirements were defined in Release 5 of the 3GPP specifications. The release-
independence implies that a new frequency band added at a later release can be
implemented also for earlier releases. All bands are also defined with consider-
ation of what other bands may be deployed in the same region through special
coexistence requirements for both base stations and terminals. These tailored
requirements enable coexistence between 3G (and 2G) deployments in differ-
ent bands in the same geographical area and even for co-location of base stations
at the same sites using different bands.

Release 7 of the 3GPP specifications include ten frequency bands for FDD
and four for TDD. The FDD bands are numbered with Roman numerals from
I to X [92] as shown in Table 1.1 and in Figure 1.5. The TDD bands have
alphabetical designations (a)–(d) [93] as shown in Table 1.2. With the release inde-
pendence of the specifications, all bands can be implemented using only Release 99
functionality.
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Table 1.1 Frequency bands defined by 3GPP for UTRA FDD.

FDD band Uplink range (MHz) Downlink range (MHz) Main region(s)

I 1920–1980 2110–2170 Europe, Asia

II 1850–1910 1930–1990 Americas (Asia)

III 1710–1785 1805–1880 Europe, Asia (Americas)

IV 1710–1755 2110–2155 Americas

V 824–849 869–894 Americas

VI 830–840 875–885 Japan

VII 2500–2570 2620–2690 Europe

VIII 880–915 925–960 Europe, Asia

IX 1749.9–1784.9 1844.9–1879.9 Japan

X 1710–1770 2110–2170 Americas

Uplink Downlink

806

IMT-2000

960

824 849 869 894

Mainly for
Americas

830 840 885875
For Japan

880 915 925 960

20251710

IMT-2000

19801920

1850 19301910 1990

1785 18801805

1710 1755

IMT-2000

2110 2200

2110 2170

2110 2155

Mainly for
Americas

1749,9 1784,9 1844,9 1879,9

For Japan

26902500

IMT-2000

2500 2570 2620 2690

ITU

FDD Band I

FDD Band II

FDD Band III

FDD Band VII

FDD Band VIII

FDD Band IX

FDD Band IV

FDD Band V

FDD Band VI

1710

1710 1770 2110 2170

FDD Band X

Figure 1.5 Operating bands for UTRA FDD specified in 3GPP.

Some of the FDD bands are partly or fully overlapping. This is in most cases
explained by regional differences in how the bands defined in M.1036 [44] are
implemented. At the same time, a high degree of commonality is desired to enable
global roaming.
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Table 1.2 Frequency bands defined by 3GPP for UTRA TDD.

TDD band Frequency range (MHz) Main region(s) (MHz)

(a) 1900–1920 Europe, Asia

2010–2025

(b) 1850–1910 (Americas)

1930–1990

(c) 1910–1930 (Americas)

(d) 2570–2620 Europe

Band IV was introduced as a new band for the Americas following the addition of
the 3G bands at WRC-2000. Its downlink overlaps completely with the downlink of
Band I, which facilitates roaming and eases the design of dual band I/IV terminals.

Band X is an extension of Band IV from 2× 45 to 2× 60 MHz.

Bands V and VI overlap, but are intended for different regions, with Band VI
restricted to Japan in the specifications. 2G systems in Japan had a very specific
band plan and Band VI is the first step of aligning the Japanese spectrum plan in
the 810–960 MHz range to that of other parts of the world.

Band IX overlaps with Band III, but is also intended only for Japan. The specifi-
cations are drafted in such a way that implementation of roaming dual band III/IX
terminals is possible.
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2
The motives behind the

3G evolution

Before entering the detailed discussion on technologies being used or
considered for the evolution of 3G mobile communication, it is important to
understand the motivation for this evolution: that is, understanding the underlying
driving forces. This chapter will try to highlight some of the driving forces giving
the reader an understanding of where the technical requirements and solutions are
coming from.

2.1 Driving forces

A key factor for success in any business is to understand the forces that will drive
the business in the future. This is in particular true for the mobile-communication
industry, where the rapid growth of the number of subscribers and the global pres-
ence of the technologies have attracted several new players that want to be
successful. Both new operators and new vendors try to compete with the existing
operators and vendors by adopting new technologies and standards to provide new
and existing services better and at a lower cost than earlier systems. The existing
operators and vendors will, of course, also follow or drive new technologies to
stay ahead of competition. Thus, there is a key driving force in staying competitive
or becoming competitive.

From the technical perspective, the development in areas like digital cam-
eras and color displays enables new fancier services than the existing
mobile-communication services. To be able to provide those services, the mobile-
communication systems need to be upgraded or even replaced by new mobile-
communication technologies. Similarly, the technical advancement in digital
processors enables new and more powerful systems that not only can provide
the new services, but also can provide the existing successful services better and

17
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to a lower cost than the dominant mobile-communication technologies of today.
Thus, the key drivers are:

• staying competitive;
• services (better provisioning of old services as well as provisioning of new

services);
• cost (more cost-efficient provisioning of old services as well as cost-effective

provisioning of new services).

The technology advancement is necessary to provide new and more advanced
services at a reasonable cost as well as to provide existing services in a better and
more cost-efficient way.

2.1.1 Technology advancements

Technology advancements in many areas make it possible to build devices that
were not possible 20, 10, or even 5 years ago. Even though Moore’s law1 is
not a law of physics, it gives an indication of the rapid technology evolution for
integrated circuits. This evolution enables faster processing/computing in smaller
devices at lower cost. Similarly, the rapid development of color screens, small
digital cameras, etc. makes it possible to envisage services to a device that were
seen as utopia 10 years ago. For an example of the terminal development in the
past 20 years, see Figure 2.1.

The size and weight of the mobile terminals have been reduced dramatically
during the past 20 years. The standby and talk times have also been extended dra-
matically and the end users do not need to re-charge their devices every day. Simple

Figure 2.1 The terminal development has been rapid the past 20 years.

1 Moore’s law is an empirical observation, and states that with the present rate of technological development, the
complexity of an integrated circuit, with respect to minimum component cost, will double in about 18 months.
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black-and-white (or brown-and-gray) numerical screens have evolved into color
screens capable of showing digital photos at good quality. Mega-pixel-capable
digital cameras have been added making the device more attractive to use. Thus,
the mobile device has become a multi-purpose device, not only a mobile phone
for voice communications.

In parallel to the technical development of the mobile devices, the mobile-
communication technologies are developed to meet the demands of the new
services enabled, and also to enable them wireless. The development of the digital
signal processors enables more advanced receivers capable of processing mega-
bits of data in a short time, and the introduction of the optical fibers enables
high-speed network connections to the base stations. In sum, this enables a fast
access to information on the Internet as well as a short roundtrip time for nor-
mal communications. Thus, new and fancier services are enabled by the technical
development of the devices, and new and more efficient mobile-communication
systems are enabled by a similar technical development.

2.1.2 Services

Delivering services to the end users is the fundamental goal of any mobile-
communication system. Knowing them, understanding them, managing them,
and charging them properly is the key for success. It is also the most difficult
task being faced by the engineers developing the mobile-communication system
of the future. It is very difficult to predict what service(s) will be popular in a 5- to
10-year perspective. In fact, the engineers have to design a system that can adapt to
any service that might become popular and used in the future. Unfortunately, there
are also technical limitations that need to be understood, and also the technical
innovations that in the future enable new services.

2.1.2.1 Internet and IP technology
The success of the Internet and the IP-based services delivered over the Internet is
more and more going wireless. This means that the mobile-communication sys-
tems are delivering more and more IP-based services, from the best effort-Internet
data to voice-over-IP, for example in the shape of push-to-talk (PoC). Furthermore,
in the wireless environment it is more natural to use, for example, location-based
services and tracking services than in the fixed environment. Thus, one can talk
about mobile Internet services in addition to the traditional Internet services like
browsing, e-mail, etc.2

2 The common denominator between mobile Internet services and Internet services is the IP addressing technology
with the IPv4 and IPv6 addresses identifying the end receiver. However, there is a need to handle the mobility
provided by the cellular systems. Mobile IP is one possibility, but most of the cellular systems (if not all) have
their own more efficient mobility mechanism.
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Essentially, IP provides a transport mechanism that is service agnostic. Albeit
there are several protocols on top of IP that are service-type specific (RTP, TCP,
etc.), IP in itself is service agnostic. That enables service developers to develop
services that only the imagination (and technology) sets the limit to. Thus, services
will pop up, some will become popular for a while and then just fade away, whereas
some others will never become a hit. Some services will become classics that will
live and be used for a very long time.

2.1.2.2 Traditional telephony services
Going toward IP-based services obviously does not mean that traditional ser-
vices that have been provided over the circuit-switched domain, in successful
mobile-communication systems like GSM, will disappear. Rather, it means that
the traditional circuit-switched services will be ported over the IP networks. One
particular service is the circuit-switched telephony service that will be provided
as VoIP service instead. Thus, both the new advanced services that are enabled
by the technology advancement of the devices and the traditional circuit-switched
services will be using IP as the transporting mechanism (and are therefore called
IP-based services). Hence future mobile-communication networks, including the
3G evolution, need to be optimized for IP-based applications.

2.1.2.3 Wide spectrum of service needs
Trying to predict all the services that will be used over the mobile-communication
systems 10 years from now is very difficult. The technology advancements in the
various areas enable higher data rate connections, more memory on local devices,
and more intelligent and easy to use man–machine interfaces. Furthermore, the
human need of interaction and competition with other humans drives more inten-
sive communication needs. All these combinations point toward applications and
services that consume higher data rates and require lower delays compared to what
today’s mobile-communication systems can deliver.

However, the relative low-rate voice service will still be a very important com-
ponent of the service portfolio that mobile-network operators wish to provide.
In addition, services that have very relaxed delay requirements will also be there.
Thus, not only high data rate services with a low-latency requirement, but also low
data rate best effort services will be provided. Furthermore, not only the data rate
and delay are important to understand when talking about a service’s need from
a mobile-communication system, but also the setup time is very important, for
example, a service can be totally useless if it takes too long to start it (for example
making a phone call, downloading a web page). Thus the mobile-communication
systems of the future, including the evolution of 3G mobile communication, need to
be able to deliver short call setup times, low latency and a wide range of data rates.
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2.1.2.4 Key design services
Since it is impossible to know what services that will be popular and since service
possibilities and offers will differ with time and possible also with country, the
future mobile-communication systems will need to be adaptive to the changing
service environment. Luckily, there are a few known key services that span the
technology space. Those are:

• Real-time-gaming applications: These have the characteristic to require small
amount of data (game update information) relatively frequent with low delay
requirement.3 Only a limited delay jitter is tolerable. A first person shooter
game like Counter Strike is an example of a game that has this characteristic.

• Voice: This has the characteristic to require small amounts of data (voice
packets) frequently with no delay jitter. The end-to-end delay has to be small
enough not to be noticeable.4

• Interactive file download and upload applications: These have the characteris-
tics of requiring low delay and high data rates.

• Background file download and upload applications: These have the charac-
teristics of accepting lower bit rates and longer delays. E-mail (mostly) is an
example of background file download and upload.

• Television: This has the characteristics of streaming downlink to many users
at the same time requiring low delay jitter. The service can tolerate delays, as
long as it is approximately the same delay for all users in the neighborhood.
The television service has moderate data rate requirements.

A mobile-communication system designed to handle these services and the
services in between will be able to facilitate most services (see Figure 2.2). Unfor-
tunately, the upper limit of the data rate demand and the lower limit of the delay
requirement are difficult to provide in a cost-efficient manner. The designers of
the mobile-communication systems need to stop at a reasonable level, a level that
the technology available at the time of standardization can provide.

2.1.3 Cost and performance

There is another important driving factor for future mobile-communication
systems and that is the cost of the service provisioning. The technology
advancement that enables new services can also be utilized to provide better
mobile-communication systems using more advanced technical features. Here

3 The faster the data is delivered the better. Expert Counter Strike players look for game servers with a ping time
of less than 50 ms.
4 In 3G systems the end-to-end delay requirement for circuit-switched voice is approximately 400 ms. This delay
is not disturbing humans in voice communications.
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Figure 2.2 The bit rate – delay service space that is important to cover when designing a new
cellular system.

IP technology is not only a key enabler to allow for new services to pop up, but
also a way of reducing cost of new services. The reason is that IP as a bearer of
new services can be used to introduce new services as they come, not requiring an
extensive special design of the system. Of course, this requires that the devices used
in the mobile-communication system can be programmed by third-party providers
and that the operators allow third-party service providers to use their network for
communication.

Another important factor is that operators need to provide the services to all the
users. Not only one user needs to get the low delay, high data rate, etc. that
its service needs, but all the users with their different service needs should be
served efficiently. The processing capacity evolution and Moore’s law help also
for this problem. New techniques are enabled by the higher processing power
in the devices – techniques that delivers more bits of data per hertz. Further-
more, the coverage is increased with more advanced antennas and receivers. This
enables the operators to deliver the services to more users from one base station,
thus requiring fewer sites. Fewer sites imply lower operational and capitalization
costs. In essence, the operators need fewer base stations and sites to provide the
service.

Obviously, all services would be ‘happy’ if they were provided with the highest
data rate, lowest delay, and lowest jitter that the system can provide. Unfortunately,
this is unattainable in practice and contradictory to the operator goal of an efficient
system: in other words, the more delay a service can handle the more efficient the
system can be. Thus, the cost of providing lowest possible delay, jitter and call
setup time is somewhat in conflict with the need of the mobile-network operator
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to provide it to all the users. Hence, there is a trade-off between user experience
and system performance. The better the system performance is, the lower the cost
of the network. However, the end users also need to get adequate performance
which often is in conflict with the system performance, thus the operator cannot
only optimize for system performance.

2.2 3G evolution: two Radio Access Network approaches
and an evolved core network

2.2.1 Radio Access Network evolution

TSG RAN organized a workshop on 3GPP long-term Evolution in the fall of
2004. The workshop was the starting point of the development of the Long-Term
Evolution (LTE) radio interface. After the initial requirement phase in the spring of
2005, where the targets and objectives of LTE were settled, the technical specifi-
cation group TSG SA launched a corresponding work on the System Architecture
Evolution, since it was felt that the LTE radio interface needed a suitable evolved
system architecture.

The result of the LTE workshop was that a study item in 3GPP TSG RAN was
created in December 2004. The first 6 months were spent on defining the require-
ments, or design targets, for LTE. These were documented in a 3GPP technical
report [86] and approved in June 2005. Chapter 13 will go through the require-
ments in more detail. Most notable are the requirements on high data rate at the
cell edge and the importance of low delay, in addition to the normal capacity
and peak data rate requirements. Furthermore, spectrum flexibility and maximum
commonality between FDD and TDD solutions are pronounced.

During the fall 2005, 3GPP TSG RAN WG1 made extensive studies of different
basic physical layer technologies and in December the TSG RAN plenary decided
that the LTE radio access should be based on OFDM in the downlink and sin-
gle carrier FDMA in the uplink. Chapters 14–17 will go through the LTE radio
interface in more detail.

At the same time as the LTE discussion was ongoing, 3GPP TSG RAN and its WGs
continued to evolve the WCDMA system with more functionality, most notably
MBMS and Enhanced Uplink. These additions were done in a backward compat-
ible manner: that is, terminals of earlier releases can coexist on the same carrier in
the same base station as terminals of the latest release. The main argument for the
backward compatibility is that the installed base of equipment can be upgraded to
handle the new features while still being capable of serving the old terminals. This
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is a cost-efficient addition of new features, albeit the new features are restricted
by the solutions for the old terminals.

Naturally, HSPA5 does not include all the technologies considered for LTE. There-
fore, a study in 3GPP was initiated to see how far it is possible to take HSPA within
the current spectrum allocation of 5 MHz and still respect the backward compat-
ibility aspect. Essentially, the target with HSPA Evolution is to reach near the
characteristics of LTE when using a 5 MHz spectrum and at the same time being
backward compatible. Chapters 8–12 will go through the HSPA and the HSPA
Evolution in more detail.

Thus, 3GPP is working on two approaches for 3G evolution: the LTE and the
HSPA Evolution. Both approaches have their merits. LTE can operate in new and
more complex spectrum arrangements (although in the same spectrum bands as
WCDMA and other 3G technologies) with the possibility for new designs that do
not need to cater for terminals of earlier releases. HSPA Evolution can leverage
on the installed base of equipment in the 5 MHz spectrum but needs to respect the
backward compatibility of earlier terminals.

2.2.1.1 LTE drivers and philosophy
The 3GPP Long-Term Evolution is intended to be a mobile-communication system
that can take the telecom industry into the 2020s. The philosophy behind LTE stan-
dardization is that the competence of 3GPP in specifying mobile-communication
systems in general and radio interfaces in particular shall be used, but the result
shall not be restricted by previous work in 3GPP. Thus, LTE do not need to be
backward compatible with WCDMA and HSPA.

Leaving the legacy terminals behind, not being restricted by designs of the late
1990s, makes it possible to design a radio interface from scratch. In the LTE case,
the radio interface can be purely optimized for IP transmissions not having to
support ISDN traffic: that is, there is no requirement for support of GSM circuit-
switch services, a requirement that WCDMA had. Furthermore, LTE also has the
opportunity to maximize the commonality of FDD and TDD operations, a situation
that did not exist in 3GPP before LTE.

Instead new requirements have arisen, for example the requirement on spectrum
flexibility, since the global spectrum situation becomes more and more complex.
Operators get more and more scattered spectrum, spread over different bands with
different contiguous bandwidths. LTE needs to be able to operate in all these bands

5 When operating with HSDPA and Enhanced UL, the system is known as HSPA.
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and with the bandwidths that is available to the operator. However, in practice only
a limited set of bandwidths can be used since otherwise the RF and filter design
would be too costly. LTE is therefore targeted to operate in 1.25, 1.6, 2.5, 5, 10,
15, and 20 MHz spectrum allocations. The spectrum flexibility support with the
possibility to operate in other bandwidths than 5MHz makes LTE very attractive for
operators. The low-bandwidth operations are suitable for refarming of spectrum
(for example GSM spectrum and CDMA2000 spectrum). The higher-bandwidth
options are suitable for new deployments in unused spectrum, where it is more
common to have larger chunks of contiguous spectrum.

Furthermore, when going to the data rates that LTE is targeting, achieving low
delay and high data rates at the cell edges are more important requirements than
the peak data rate. Thus, a more pronounced requirement for LTE is the low delay
with high data rates at the cell edges than it was when WCDMA was designed in
the late 1990s.

Although not backward compatible with WCDMA, LTE design is clearly influ-
enced by the WCDMA and the HSPA work in 3GPP. It is the same body, the
same people, and companies that are active and more importantly, WCDMA and
HSPA protocols are a good foundation for the LTE design. The philosophy is to
take what is good from WCDMA and HSPA, and redo those parts that have to be
updated due to the new requirement situation: either there are new requirements
such as the spectrum flexibility or there are requirements that no longer are valid
such as the support of ISDN services. The technology advancement in the cellular
area has, of course, also influenced the design choice of LTE.

2.2.1.2 HSPA evolution drivers and philosophy
WCDMA, HSDPA, and soon also HSPA are in commercial operation through-
out the world. This means that the infrastructure for HSPA is already in place
with the network node sites, especially the base-station sites with their antenna
arrangements and hardware. This equipment is serving millions of terminals with
different characteristics and supported 3GPP releases. These terminals need to be
supported by the WCDMA operators for many more years.

The philosophy of the HSPA Evolution work is to continue to add new and fancier
technical features, and at the same time be able to serve the already existing
terminals. This is the successful strategy of GSM that have added new features
constantly since the introduction in the early 1990s. The success stems from the
fact that there are millions of existing terminals at the launch time of the new
features that can take the cost of the upgrade of the network for the initially few
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new terminals before the terminal fleet is upgraded. The time it takes to upgrade
the terminal fleet is different from country to country, but a rule of thumb is
that a terminal is used for 2 years before it is replaced. For HSPA Evolution that
means that millions of HSPA-capable terminals need to be supported at launch. In
other words, HSPA Evolution needs to be backward compatible with the previous
releases in the sense that it is possible to serve terminals of earlier releases of
WCDMA on the same carrier as HSPA-Evolution-capable terminals.

The backward compatibility requirement on the HSPA Evolution puts certain con-
straints on the technology that LTE does not need to consider, for example the
physical layer fundamentals need to be the same as for WCDMA release 99. In
particular, the bandwidth needs to be the same (that is 5 MHz) which limits the
deployment possibilities and puts a lower bound on the peak rate than LTE have
the potential to deliver. On the other hand, HSPA Evolution is built on the existing
specifications and only those parts of the specifications that need to be upgraded
are touched. Thus there is less standardization, implementation and testing work
for HSPA Evolution than LTE since the HSPA Evolution philosophy is to apply
new more advanced technology on the existing HSPA standard. This will bring
HSPA to a performance level comparable to LTE when compared on a 5 MHz spec-
trum allocation (see Chapter 19 for a performance comparison of HSPA Evolution
and LTE).

2.2.2 An evolved core network: System Architecture Evolution

Roughly at the same time as LTE and HSPA Evolution was started, 3GPP decided
to make sure that an operator can coexist easily between HSPA Evolution and
LTE through an evolved core network, the Evolved Packet Core. This work was
done under the umbrella System Architecture Evolution study item lead by TSG
SA WG2.

The System Architecture Evolution study focused on how the 3GPP core network
will evolve into the core network of the next decades. The existing core network
was designed in the 1980s for GSM, extended during the 1990s’ for GPRS and
WCDMA. The philosophy of the SAE is to focus on the packet-switched domain,
and migrate away from the circuit-switched domain. This is done through the
coming 3GPP releases ending up with the Evolved Packet Core.

Knowing that HSPA Evolution is backward compatible and knowing that the
Evolved Packet Core will support both HSPA Evolution and LTE assures that
LTE can be deployed in smaller islands and thus only where it is needed. A
gradual deployment approach can be selected (see Figure 2.3). First the operator
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Figure 2.3 One HSPA and LTE deployment strategy: upgrade to HSPA Evolution, then deploy
LTE as islands in the WCDMA/HSPA sea.

can upgrade its HSPA network to HSPA-Evolution-capable network, and then add
LTE cells where capacity is lacking or where the operator wants to try out new
services that cannot be delivered by HSPA Evolution. This approach reduces the
cost of deployment since LTE do not need to be build for nationwide coverage
from day one.
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3
High data rates in mobile

communication

As discussed in Chapter 2, one main target for the evolution of 3G mobile com-
munication is to provide the possibility for significantly higher end-user data rates
compared to what is achievable with, for example, the first releases of the 3G stan-
dards. This includes the possibility for higher peak data rates but, as pointed out
in the previous chapter, even more so the possibility for significantly higher data
rates over the entire cell area, also including, for example, users at the cell edge.
The initial part of this chapter will briefly discuss some of the more fundamental
constraints that exist in terms of what data rates can actually be achieved in dif-
ferent scenarios. This will provide a background to subsequent discussions in the
later part of the chapter, as well as in the following chapters, concerning different
means to increase the achievable data rates in different mobile-communication
scenarios.

3.1 High data rates: fundamental constraints

In [70], Shannon provided the basic theoretical tools needed to determine the
maximum rate, also known as the channel capacity, by which information can be
transferred over a given communication channel. Although relatively complicated
in the general case, for the special case of communication over a channel, e.g. a
radio link, only impaired by additative white Gaussian noise, the channel capacity
C is given by the relatively simple expression [50]

C = BW · log2

(
1 + S

N

)
(3.1)

where BW is the bandwidth available for the communication, S denotes the
received signal power, and N denotes the power of the white noise impairing
the received signal.

31
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Already from (3.1) it should be clear that the two fundamental factors limiting the
achievable data rate are the available received signal power, or more generally the
available signal-power-to-noise-power ratio S/N , and the available bandwidth. To
further clarify how and when these factors limit the achievable data rate, assume
communication with a certain information rate R. The received signal power can
then be expressed as S = Eb · R where Eb is the received energy per information
bit. Furthermore, the noise power can be expressed as N = N0 · BW where N0 is
the constant noise power spectral density measured in W/Hz.

Clearly, the information rate can never exceed the channel capacity. Together with
the above expressions for the received signal power and noise power, this leads to
the inequality

R ≤ C = BW · log2

(
1 + S

N

)
= BW · log2

(
1 + Eb · R

N0 · BW

)
(3.2)

or, by defining the radio-link bandwidth utilization γ = R/BW ,

γ ≤ log2

(
1 + γ · Eb

N0

)
(3.3)

This inequality can be reformulated to provide a lower bound on the required
received energy per information bit, normalized to the noise power density, for a
given bandwidth utilization γ

Eb

N0
≥ min

{
Eb

N0

}
= 2γ − 1

γ
(3.4)

The rightmost expression, i.e. the minimum required Eb/N0 at the receiver as a
function of the bandwidth utilization is illustrated in Figure 3.1. As can be seen,
for bandwidth utilizations significantly less than one, that is for information rates
substantially smaller than the utilized bandwidth, the minimum required Eb/N0 is
relatively constant, regardless of γ . For a given noise power density, any increase
of the information data rate then implies a similar relative increase in the minimum
required signal power S = Eb · R at the receiver. On the other hand, for bandwidth
utilizations larger than one the minimum required Eb/N0 increases rapidly with γ .
Thus, in case of data rates in the same order as or larger than the communication
bandwidth, any further increase of the information data rate, without a correspond-
ing increase in the available bandwidth, implies a larger, eventually much larger,
relative increase in the minimum required received signal power.
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Figure 3.1 Minimum required Eb/N0 at the receiver as a function of bandwidth utilization.

3.1.1 High data rates in noise-limited scenarios

From the discussion above, some basic conclusions can be drawn regarding the
provisioning of higher data rates in a mobile-communication system when noise
is the main source of radio-link impairment (a noise-limited scenario):

• The data rates that can be provided in such scenarios are always limited by
the available received signal power or, in the general case, the received signal-
power-to-noise-power ratio. Furthermore, any increase of the achievable data
rate within a given bandwidth will require at least the same relative increase
of the received signal power. At the same time, if sufficient received signal
power can be made available, basically any data rate can, at least in theory, be
provided within a given limited bandwidth.

• In case of low-bandwidth utilization, i.e. as long as the radio-link data rate
is substantially lower than the available bandwidth, any further increase of
the data rate requires approximately the same relative increase in the received
signal power. This can be referred to as power-limited operation (in contrast
to bandwidth-limited operation, see below) as, in this case, an increase in the
available bandwidth does not substantially impact what received signal power
is required for a certain data rate.

• On the other hand, in case of high-bandwidth utilization, i.e. in case of data
rates in the same order as or exceeding the available bandwidth, any further
increase in the data rate requires a much larger relative increase in the received
signal power unless the bandwidth is increased in proportion to the increase in
data rate. This can be referred to bandwidth-limited operation as, in this case,
an increase in the bandwidth will reduce the received signal power required for
a certain data rate.
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Thus, to make efficient use of the available received signal power or, in the general
case, the available signal-to-noise ratio, the transmission bandwidth should at least
be of the same order as the data rates to be provided.

Assuming a constant transmit power, the received signal power can always be
increased by reducing the distance between the transmitter and the receiver, thereby
reducing the attenuation of the signal as it propagates from the transmitter to the
receiver. Thus, in a noise-limited scenario it is at least in theory always possible
to increase the achievable data rates, assuming that one is prepared to accept a
reduction in the transmitter/receiver distance, that is a reduced range. In a mobile-
communication system this would correspond to a reduced cell size and thus the
need for more cell sites to cover the same overall area. Especially, providing
data rates in the same order as or larger than the available bandwidth, i.e. with a
high-bandwidth utilization, would require a significant cell-size reduction. Alter-
natively, one has to accept that the high data rates are only available for mobile
terminals in the center of the cell, i.e. not over the entire cell area.

Another means to increase the overall received signal power for a given trans-
mit power is the use of additional antennas at the receiver side, also known as
receive-antenna diversity. Multiple receive antennas can be applied at the base
station (that is for the uplink) or at the mobile terminal (that is for the downlink).
By proper combining of the signals received at the different antennas, the signal-
to-noise ratio after the antenna combining can be increased in proportion to the
number of receive antennas, thereby allowing for higher data rates for a given
transmitter/receiver distance.

Multiple antennas can also be applied at the transmitter side, typically at the
base station, and be used to focus a given total transmit power in the direction
of the receiver, i.e. toward the target mobile terminal. This will increase the
received signal power and thus, once again, allow for higher data rates for a
given transmitter/receiver distance.

However, providing higher data rates by the use of multiple transmit or receive
antennas is only efficient up to a certain level, i.e. as long as the data rates are
power limited rather than bandwidth limited. Beyond this point, the achievable
data rates start to saturate and any further increase in the number of transmit or
receive antennas, although leading to a correspondingly improved signal-to-noise
ratio at the receiver, will only provide a marginal increase in the achievable data
rates. This saturation in achievable data rates can be avoided though, by the use
of multiple antennas at both the transmitter and the receiver, enabling what can
be referred to as spatial multiplexing, often also referred to as MIMO (Multiple-
Input Multiple-Output). Different types of multi-antenna techniques, including
spatial multiplexing, will be discussed in more detail in Chapter 6. Multi-antenna
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techniques for the specific case of HSPA and LTE are discussed in Part III and IV
of this book, respectively.

An alternative to increasing the received signal power is to reduce the noise power,
or more exactly the noise power density, at the receiver. This can, at least to some
extent, be achieved by more advanced receiver RF design, allowing for a reduced
receiver noise figure.

3.1.2 Higher data rates in interference-limited scenarios

The discussion above assumed communication over a radio link only impaired
by noise. However, in actual mobile-communication scenarios, interference from
transmissions in neighbor cells, also referred to as inter-cell interference, is often
the dominating source of radio-link impairment, more so than noise. This is espe-
cially the case in small-cell deployments with a high traffic load. Furthermore,
in addition to inter-cell interference there may in some cases also be interfer-
ence from other transmissions within the current cell, also referred to as intra-cell
interference.

In many respects the impact of interference on a radio link is similar to that of
noise. Especially, the basic principles discussed above apply also to a scenario
where interference is the main radio-link impairment:

• The maximum data rate that can be achieved in a given bandwidth is limited
by the available signal-power-to-interference-power ratio.

• Providing data rates larger than the available bandwidth (high-bandwidth
utilization) is costly in the sense that it requires an un-proportionally high
signal-to-interference ratio.

Also similar to a scenario where noise is the dominating radio-link impairment,
reducing the cell size as well as the use of multi-antenna techniques are key means
to increase the achievable data rates also in an interference-limited scenario:

• Reducing the cell size will obviously reduce the number of users, and thus also
the overall traffic, per cell. This will reduce the relative interference level and
thus allow for higher data rates.

• Similar to the increase in signal-to-noise ratio, proper combining of the signals
received at multiple antennas will also increase the signal-to-interference ratio
after the antenna combining.

• The use of beam-forming by means of multiple transmit antennas will focus the
transmit power in the direction of the target receiver, leading to reduced interfer-
ence to other radio links and thus improving the overall signal-to-interference
ratio in the system.
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One important difference between interference and noise is that interference, in
contrast to noise, typically has a certain structure which makes it, at least to some
extent, predictable and thus possible to further suppress or even remove completely.
As an example, a dominant interfering signal may arrive from a certain direction
in which case the corresponding interference can be further suppressed, or even
completely removed, by means of spatial processing using multiple antennas at
the receiver. This will be further discussed in Chapter 6. Also any differences in
the spectrum properties between the target signal and an interfering signal can be
used to suppress the interferer and thus reduce the overall interference level.

3.2 Higher data rates within a limited bandwidth:
higher-order modulation

As discussed in the previous section, providing data rates larger than the
available bandwidth is fundamentally in-efficient in the sense that it requires un-
proportionally high signal-to-noise and signal-to-interference ratios at the receiver.
Still, bandwidth is often a scarce and expensive resource and, at least in some
mobile-communication scenarios, high signal-to-noise and signal-to-interference
ratios can be made available, e.g. in small-cell environments with a low traffic
load or for mobile terminals close to the cell site. Future mobile-communication
systems, including the evolution of 3G mobile communication, should be designed
to be able to take advantage of such scenarios, that is should be able for offer very
high data rates within a limited bandwidth when the radio conditions so allow.

A straightforward means to provide higher data rates within a given transmission
bandwidth is the use of higher-order modulation, implying that the modulation
alphabet is extended to include additional signaling alternatives and thus allowing
for more bits of information to be communicated per modulation symbol.

In case of QPSK modulation, i.e. the modulation scheme used for the downlink
in the first releases of the 3G mobile-communication standards (WCDMA and
cdma2000), the modulation alphabet consists of four different signaling alterna-
tives. These four signaling alternatives can be illustrated as four different points in a
two-dimensional plane (see Figure 3.2a). With four different signaling alternatives,

(a)

QPSK 16QAM 64QAM

(b) (c)

Figure 3.2 Signal constellations for (a) QPSK, (b) 16QAM and (c) 64QAM.
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QPSK allows for up to 2 bits of information to be communicated during each
modulation-symbol interval. By extending to 16QAM modulation (Figure 3.2b),
16 different signaling alternatives are available. The use of 16QAM thus allows
for up to 4 bits of information to be communicated per symbol interval. Further
extension to 64QAM (Figure 3.2c), with 64 different signaling alternatives, allows
for up to 6 bits of information to be communicated per symbol interval. At the
same time, the bandwidth of the transmitted signal is, at least in principle, indepen-
dent of the size of the modulation alphabet and mainly depends on the modulation
rate, i.e. the number of modulation symbols per second. The maximum bandwidth
utilization, expressed in bits/s/Hz, of 16QAM and 64QAM are thus, at least in
principle, two and three times that of QPSK, respectively.

It should be pointed out that there are many other possible modulation schemes,
in addition to those illustrated in Figure 3.2. One example is 8PSK consisting
of eight signaling alternatives and thus providing up to 3 bits of information per
modulation symbol. Readers are referred to [50] for a more thorough discussion
on different modulation schemes.

The use of higher-order modulation provides the possibility for higher bandwidth
utilization, that is the possibility to provide higher data rates within a given band-
width. However, the higher bandwidth utilization comes at the cost of reduced
robustness to noise and interference. Alternatively expressed, higher-order modu-
lation schemes, such as 16QAM or 64QAM, require a higher Eb/N0 at the receiver
for a given bit-error probability, compared to QPSK. This is in line with the discus-
sion in the previous section where it was concluded that high bandwidth utilization,
i.e. a high information rate within a limited bandwidth, in general requires a higher
receiver Eb/N0.

3.2.1 Higher-order modulation in combination with
channel coding

Higher-order modulation schemes such as 16QAM and 64QAM require, in them-
selves, a higher receiver Eb/N0 for a given error rate, compared to QPSK. However,
in combination with channel coding the use of higher-order modulation will some-
times be more efficient, that is require a lower receiver Eb/N0 for a given error
rate, compared to the use of lower-order modulation such as QPSK. This may,
for example, occur when the target bandwidth utilization implies that, with lower-
order modulation, no or very little channel coding can be applied. In such a case,
the additional channel coding that can be applied by using a higher-order mod-
ulation scheme such as 16QAM may lead to an overall gain in power efficiency
compared to the use of QPSK.

As an example, if a bandwidth utilization of close to two information bits per mod-
ulation symbol is required, QPSK modulation would allow for very limited channel
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coding (channel-coding rate close to one). On the other hand, the use of 16QAM
modulation would allow for a channel-coding rate in the order of one half. Simi-
larly, if a bandwidth efficiency close to 4 information bits per modulation symbol
is required, the use of 64QAM may be more efficient than 16QAM modulation,
taking into account the possibility for lower-rate channel coding and correspond-
ing additional coding gain in case of 64QAM. It should be noted that this does not
speak against the general discussion in Section 3.1 where it was concluded that
transmission with high-bandwidth utilization is inherently power in-efficient. The
use of rate 1/2 channel coding for 16QAM obviously reduces the information data
rate, and thus also the bandwidth utilization, to the same level as uncoded QPSK.

From the discussion above it can be concluded that, for a given signal-
to-noise/interference ratio, a certain combination of modulation scheme and
channel-coding rate is optimal in the sense that it can deliver the highest-
bandwidth utilization (the highest data rate within a given bandwidth) for that
signal-to-noise/interference ratio.

3.2.2 Variations in instantaneous transmit power

A general drawback of higher-order modulation schemes such as 16QAM and
64QAM, where information is encoded also in the instantaneous amplitude of the
modulated signal, is that the modulated signal will have larger variations, and thus
also larger peaks, in its instantaneous power. This can be seen from Figure 3.3
which illustrates the distribution of the instantaneous power, more specifically
the probability that the instantaneous power is above a certain value, for QPSK,
16QAM, and 64QAM, respectively. Clearly, the probability for large peaks in the
instantaneous power is higher in case of higher-order modulation.

Larger peaks in the instantaneous signal power imply that the transmitter power
amplifier must be over-dimensioned to avoid that power-amplifier non-linearities,
occurring at high instantaneous power levels, cause corruption to the signal to be
transmitted. As a consequence, the power-amplifier efficiency will be reduced,
leading to increased power consumption. In addition, there will be a negative
impact on the power-amplifier cost. Alternatively, the average transmit power
must be reduced, implying a reduced range for a given data rate. High power-
amplifier efficiency is especially important for the mobile terminal, i.e. in the
uplink direction, due to the importance of low mobile-terminal power consumption
and cost. For the base station, high power-amplifier efficiency, although far from
irrelevant, is still somewhat less important. Thus, large peaks in the instantaneous
signal power is less of an issue for the downlink compared to the uplink and,
consequently, higher-order modulation is more suitable for the downlink compared
to the uplink.
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Figure 3.3 Distribution of instantaneous power for different modulation schemes. Same average
power in all cases.

3.3 Wider bandwidth including multi-carrier transmission

As was shown in Section 3.1, transmission with a high-bandwidth utilization is
fundamentally power in-efficient in the sense that it will require un-proportionally
high signal-to-noise and signal-to-interference ratios for a given data rate. Pro-
viding very high data rates within a limited bandwidth, for example by means
of higher-order modulation, is thus only possible in situations where relatively
high signal-to-noise and signal-to-interference ratios can be made available, for
example in small-cell environments with low traffic load or for mobile terminals
close to the cell site.

Instead, to provide high data rates as efficiently as possible in terms of required
signal-to-noise and signal-to-interference ratios, implying as good coverage as
possible for high data rates, the transmission bandwidth should be at least of the
same order as the data rates to be provided.

Having in mind that the provisioning of higher data rates with good coverage is
one of the main targets for the evolution of 3G mobile communication, it can thus
be concluded that support for even wider transmission bandwidth is an important
part of this evolution.

However, there are several critical issues related to the use of wider transmission
bandwidths in a mobile-communication system:

• Spectrum is, as already mentioned, often a scarce and expensive resource, and
it may be difficult to find spectrum allocations of sufficient size to allow for
very wideband transmission, especially at lower-frequency bands.
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• The use of wider transmission and reception bandwidths has an impact on the
complexity of the radio equipment, both at the base station and at the mobile
terminal. As an example, a wider transmission bandwidth has a direct impact
on the transmitter and the receiver sampling rates, and thus on the complexity
and power consumption of digital-to-analog and analog-to-digital converters as
well as front-end digital signal processing. RF components are also, in general,
more complicated to design and more expensive to produce, the wider the
bandwidth they are to handle.

The two issues above are mainly outside the scope of this book. However, a
more specific technical issue related to wider-band transmission is the increased
corruption of the transmitted signal due to time dispersion on the radio channel.
Time dispersion occurs when the transmitted signal propagates to the receiver via
multiple paths with different delays (see Figure 3.4a). In the frequency domain, a
time-dispersive channel corresponds to a non-constant channel frequency response
as illustrated in Figure 3.4b. This radio-channel frequency selectivity will corrupt
the frequency-domain structure of the transmitted signal and lead to higher error
rates for given signal-to-noise/interference ratios. Every radio channel is subject
to frequency selectivity, at least to some extent. However, the extent to which the
frequency selectivity impacts the radio communication depends on the bandwidth
of the transmitted signal with, in general, larger impact for wider-band trans-
mission. The amount of radio-channel frequency selectivity also depends on the
environment with typically less frequency selectivity (less time dispersion) in case
of small cells and in environments with few obstructions and potential reflectors,
such as rural environments.

It should be noted that Figure 3.4b illustrates a ‘snapshot’ of the channel frequency
response. As a mobile terminal is moving through the environment, the detailed
structure of the multi-path propagation, and thus also the detailed structure of the
channel frequency response, may vary rapidly in time. The rate of the variations
in the channel frequency response is related to the channel Doppler spread, fD,

Frequency

(a) (b)

Figure 3.4 Multi-path propagation causing time dispersion and radio-channel frequency
selectivity.
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defined as fD = v/c · fc, where v is the speed of the mobile terminal, fc is the carrier
frequency (e.g. 2 GHz), and c is the speed of light.

Receiver-side equalization [50] has for many years been used to counteract sig-
nal corruption due to radio-channel frequency selectivity. Equalization has been
shown to provide satisfactory performance with reasonable complexity at least up
to bandwidths corresponding to the WCDMA bandwidth of 5 MHz (see, e.g. [29]).
However, if the transmission bandwidth is further increased up to, for example
20 MHz, which is the target for the 3GPP Long-Term Evolution, the complexity
of straightforward high-performance equalization starts to become a serious issue.
One option is then to apply less optimal equalization, with a corresponding neg-
ative impact on the equalizer capability to counteract the signal corruption due to
radio-channel frequency selectivity and thus a corresponding negative impact on
the radio-link performance.

An alternative approach is to consider specific transmission schemes and signal
designs that allow for good radio-link performance also in case of substantial radio-
channel frequency selectivity without a prohibitively large receiver complexity. In
the following, two such approaches to wider-band transmission will be discussed:

1. The use of different types of multi-carrier transmission, that is transmitting an
overall wider-band signal as several more narrowband frequency-multiplexed
signals, see below. One special case of multi-carrier transmission is OFDM
transmission to be discussed in more detail in Chapter 4.

2. The use of specific single-carrier transmission schemes, especially designed
to allow for efficient but still reasonably low-complexity equalization. This is
further discussed in Chapter 5.

3.3.1 Multi-carrier transmission

One way to increase the overall transmission bandwidth, without suffering from
increased signal corruption due to radio-channel frequency selectivity, is the use
of so-called multi-carrier transmission. As illustrated in Figure 3.5, multi-carrier
transmission implies that, instead of transmitting a single more wideband signal,
multiple more narrowband signals, often referred to as subcarriers, are frequency
multiplexed and jointly transmitted over the same radio link to the same receiver.
By transmitting M signals in parallel over the same radio link, the overall data rate
can be increased up to M times. At the same time, the impact in terms of signal
corruption due to radio-channel frequency selectivity depends on the bandwidth of
each subcarrier. Thus, the impact from a frequency-selective channel is essentially
the same as for a more narrowband transmission scheme with a bandwidth that
corresponds to the bandwidth of each subcarrier.
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Figure 3.5 Extension to wider transmission bandwidth by means of multi-carrier transmission.

A drawback of the kind of multi-carrier evolution outlined in Figure 3.5, where an
existing more narrowband radio-access technology is extended to a wider over-
all transmission bandwidth by the parallel transmission of M more narrowband
carriers, is that the spectrum of each subcarrier does typically not allow for very
tight subcarrier ‘packing.’ This is illustrated by the ‘valleys’ in the overall multi-
carrier spectrum outlined in the lower part of Figure 3.5. This has a somewhat
negative impact on the overall bandwidth efficiency of this kind of multi-carrier
transmission.

As an example, consider a WCDMA multi-carrier evolution towards wider band-
width. WCDMA has a modulation rate, also referred to as the WCDMA chip
rate, of fcr = 3.84 Mchips/s. However, due to spectrum shaping, even the theo-
retical WCDMA spectrum, not including spectrum widening due to transmitter
imperfections, has a bandwidth that significantly exceeds 3.84 MHz. More specif-
ically, as can be seen in Figure 3.6, the theoretical WCDMA spectrum has a
raised-cosine shape with roll-off α = 0.22. As a consequence, the bandwidth out-
side of which the WCDMA theoretical spectrum equals zero is approximately
4.7 MHz (see right part of Figure 3.6).

For a straightforward multi-carrier extension of WCDMA, the subcarriers must
thus be spaced approximately 4.7 MHz from each other to completely avoid
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Figure 3.6 Theoretical WCDMA spectrum. Raised-cosine shape with roll-off α = 0.22.

inter-subcarrier interference. It should be noted though that a smaller subcarrier
spacing can be used with only limited inter-subcarrier interference.

A second drawback of multi-carrier transmission is that, similar to the use of
higher-order modulation, the parallel transmission of multiple carriers will lead to
larger variations in the instantaneous transmit power. Thus, similar to the use of
higher-order modulation, multi-carrier transmission will have a negative impact on
the transmitter power-amplifier efficiency, implying increased transmitter power
consumption and increased power-amplifier cost. Alternatively, the average trans-
mit power must be reduced, implying a reduced range for a given data rate. For
this reason, similar to the use of higher-order modulation, multi-carrier transmis-
sion is more suitable for the downlink (base-station transmission), compared to
the uplink (mobile-terminal transmission), due to the higher importance of high
power-amplifier efficiency at the mobile terminal.

The main advantage with the kind of multi-carrier extension outlined in Figure 3.5
is that it provides a very smooth evolution, in terms of both radio equipment and
spectrum, of an already existing radio-access technology to wider transmission
bandwidth and a corresponding possibility for higher data rates, especially for the
downlink. In essence this kind of multi-carrier evolution to wider bandwidth can
be designed so that, for legacy terminals not capable of multi-carrier reception,
each downlink ‘subcarrier’ will appear as an original, more narrowband carrier,
while, for a multi-carrier-capable terminal, the network can make use of the full
multi-carrier bandwidth to provide higher data rates.

The next chapter will discuss, in more detail, a different approach to multi-carrier
transmission, based on so-called OFDM technique.
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4
OFDM transmission

In this chapter, a more detailed overview of OFDM or Orthogonal Frequency
Division Multiplexing will be given. OFDM has been adopted as the downlink
transmission scheme for the 3GPP Long-Term Evolution (LTE) and is also used
for several other radio technologies, e.g. WiMAX [116] and the DVB broadcast
technologies [17].

4.1 Basic principles of OFDM

Transmission by means of OFDM can be seen as a kind of multi-carrier trans-
mission. The basic characteristics of OFDM transmission, which distinguish it
from a straightforward multi-carrier extension of a more narrowband transmission
scheme as outlined in Figure 3.5 in the previous chapter, are:

• The use of a relatively large number of narrowband subcarriers. In contrast, a
straightforward multi-carrier extension as outlined in Figure 3.5 would typically
consist of only a few subcarriers, each with a relatively wide bandwidth. As an
example, a WCDMA multi-carrier evolution to a 20 MHz overall transmission
bandwidth could consist of four (sub)carriers, each with a bandwidth in the order
of 5 MHz. In comparison, OFDM transmission may imply that several hundred
subcarriers are transmitted over the same radio link to the same receiver.

• Simple rectangular pulse shaping as illustrated in Figure 4.1a. This corresponds
to a sinc-square-shaped per-subcarrier spectrum, as illustrated in Figure 4.1b.

• Tight frequency-domain packing of the subcarriers with a subcarrier spac-
ing �f = 1/Tu, where Tu is the per-subcarrier modulation-symbol time (see
Figure 4.2). The subcarrier spacing is thus equal to the per-subcarrier
modulation rate 1/Tu.

An illustrative description of a basic OFDM modulator is provided in Figure 4.3. It
consists of a bank of Nc complex modulators, where each modulator corresponds
to one OFDM subcarrier.

45
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Figure 4.1 Per-subcarrier pulse shape and spectrum for basic OFDM transmission.
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Figure 4.2 OFDM subcarrier spacing.

In complex baseband notation, a basic OFDM signal x(t) during the time interval
mTu ≤ t < (m + 1)Tu can thus be expressed as

x(t) =
Nc−1∑
k=0

xk(t) =
Nc−1∑
k=0

a(m)
k e j2πk�ft (4.1)

where xk(t) is the kth modulated subcarrier with frequency fk = k · �f and a(m)
k is

the, in general complex, modulation symbol applied to the kth subcarrier during
the mth OFDM symbol interval, i.e. during the time interval mTu ≤ t < (m + 1)Tu.
OFDM transmission is thus block based, implying that, during each OFDM
symbol interval, Nc modulation symbols are transmitted in parallel. The mod-
ulation symbols can be from any modulation alphabet, such as QPSK, 16QAM,
or 64QAM.
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Figure 4.3 OFDM modulation.

The number of OFDM subcarriers can range from less than one hundred to several
thousand, with the subcarrier spacing ranging from several hundred kHz down to
a few kHz. What subcarrier spacing to use depends on what types of environments
the system is to operate in, including such aspects as the maximum expected radio-
channel frequency selectivity (maximum expected time dispersion) and the max-
imum expected rate of channel variations (maximum expected Doppler spread).
Once the subcarrier spacing has been selected, the number of subcarriers can be
decided based on the assumed overall transmission bandwidth, taking into account
acceptable out-of-band emission, etc. The selection of OFDM subcarrier spacing
and number of subcarriers is discussed in somewhat more detail in Section 4.8.

As an example, for 3GPP LTE the basic subcarrier spacing equals 15 kHz. On
the other hand, the number of subcarriers depends on the transmission bandwidth,
with in the order of 600 subcarriers in case of operation in a 10 MHz spectrum
allocation and correspondingly fewer/more subcarriers in case of smaller/larger
overall transmission bandwidths.

The term Orthogonal Frequency Division Multiplex is due to the fact that two
modulated OFDM subcarriers xk1(t) and xk2(t) are mutually orthogonal over the
time interval mTu ≤ t < (m + 1)Tu, i.e.

(m+1)Tu∫
mTu

xk1(t)x∗
k2

(t) dt =
(m+1)Tu∫
mTu

ak1a∗
k2

e j2πk1�fte−j2πk2�ft dt = 0 for k1 �= k2

(4.2)
Thus basic OFDM transmission can be seen as the modulation of a set of orthogonal
functions ϕk(t), where

ϕk(t) =
{

e j2πk�ft 0 ≤ t < Tu

0 otherwise
(4.3)
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The ‘physical resource’ in case of OFDM transmission is often illustrated as a
time–frequency grid according to Figure 4.4 where each ‘column’ corresponds to
one OFDM symbol and each ‘row’ corresponds to one OFDM subcarrier.

4.2 OFDM demodulation

Figure 4.5 illustrates the basic principle of OFDM demodulation consisting of a
bank of correlators, one for each subcarrier. Taking into account the orthogonality
between subcarriers according to (4.2), it is clear that, in the ideal case, two OFDM
subcarriers do not cause any interference to each other after demodulation. Note
that this is the case despite the fact that the spectrum of neighbor subcarriers clearly
overlap, as can be seen from Figure 4.2. Thus the avoidance of interference between
OFDM subcarriers is not simply due to a subcarrier spectrum separation, which
is, for example, the case for the kind of straightforward multi-carrier extension
outlined in Figure 3.5 in the previous chapter. Rather, the subcarrier orthogonality
is due to the specific frequency-domain structure of each subcarrier in combination
with the specific choice of a subcarrier spacing �f equal to the per-subcarrier sym-
bol rate 1/Tu. However, this also implies that, in contrast to the kind of multi-carrier
transmission outlined in Section 3.3.1 of the previous chapter, any corruption of
the frequency-domain structure of the OFDM subcarriers, e.g. due to a frequency-
selective radio channel, may lead to a loss of inter-subcarrier orthogonality and
thus to interference between subcarriers. To handle this and to make an OFDM
signal truly robust to radio-channel frequency selectivity, cyclic-prefix insertion
is typically used, as will be further discussed in Section 4.4.

4.3 OFDM implementation using IFFT/FFT processing

Although a bank of modulators/correlators according to Figures 4.3 and 4.5 can
be used to illustrate the basic principles of OFDM modulation and demodulation,
respectively, these are not the most appropriate modulator/demodulator structures
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Figure 4.5 Basic principle of OFDM demodulation.

for actual implementation. Actually, due to its specific structure and the selection
of a subcarrier spacing �f equal to the per-subcarrier symbol rate 1/Tu, OFDM
allows for low-complexity implementation by means of computationally efficient
Fast Fourier Transform (FFT) processing.

To confirm this, consider a time-discrete (sampled) OFDM signal where it is
assumed that the sampling rate fs is a multiple of the subcarrier spacing �f ,
i.e. fs = 1/Ts = N · �f . The parameter N should be chosen so that the sampling
theorem [50] is sufficiently fulfilled.1 As Nc · �f can be seen as the nominal
bandwidth of the OFDM signal, this implies that N should exceed Nc with a
sufficient margin.

With these assumptions, the time-discrete OFDM signal can be expressed as2

xn = x(nTs) =
Nc−1∑
k=0

ake j2πk�fnTs =
Nc−1∑
k=0

ake j2πkn/N =
N−1∑
k=0

a′
ke j2πkn/N (4.4)

where

a′
k =

{
ak 0 ≤ k < Nc

0 Nc ≤ k < N
(4.5)

1 An OFDM signal defined according to (4.1) in theory has an infinite bandwidth and thus the sampling theorem
can never be fulfilled completely.
2 From now on the index m on the modulation symbols, indicating the OFDM-symbol number, will be ignored
unless especially needed.
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Thus, the sequence xn, i.e. the sampled OFDM signal, is the size-N Inverse Discrete
Fourier Transform (IDFT) of the block of modulation symbols a0, a1, . . . , aNc − 1

extended with zeros to length N . OFDM modulation can thus be implemented by
means of IDFT processing followed by digital-to-analog conversion, as illustrated
in Figure 4.6. Especially, by selecting the IDFT size N equal to 2m for some integer
m, the OFDM modulation can be implemented by means of implementation-
efficient radix-2 Inverse Fast Fourier Transform (IFFT) processing. It should be
noted that the ratio N/Nc, which could be seen as the over-sampling of the time-
discrete OFDM signal, could very well be, and typically is, a non-integer number.
As an example and as already mentioned, for 3GPP LTE the number of sub-
carriers Nc is approximately 600 in case of a 10 MHz spectrum allocation. The
IFFT size can then, for example, be selected as N = 1024. This corresponds to a
sampling rate fs = N · �f = 15.36 MHz, where �f = 15 kHz is the LTE subcarrier
spacing.

It is important to understand that IDFT/IFFT-based implementation of an OFDM
modulator, and even more so the exact IDFT/IFFT size, are just transmitter-
implementation choices and not something that would be mandated by any
radio-access specification. As an example, nothing forbids the implementation
of an OFDM modulator as a set of parallel modulators as illustrated in Figure 4.3.
Also nothing prevents the use of a larger IFFT size, e.g. a size-2048 IFFT size,
even in case of a smaller number of OFDM subcarriers.

Similar to OFDM modulation, efficient FFT processing can be used for OFDM
demodulation, replacing the bank of Nc parallel demodulators of Figure 4.5 with
sampling with some sampling rate fs = 1/Ts, followed by a size-N DFT/FFT, as
illustrated in Figure 4.7.
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4.4 Cyclic-prefix insertion

As described in Section 4.2, an uncorrupted OFDM signal can be demodu-
lated without any interference between subcarriers. One way to understand this
subcarrier orthogonality is to recognize that a modulated subcarrier xk(t) in (4.1)
consists of an integer number of periods of complex exponentials during the
demodulator integration interval Tu = 1/�f .

However, in case of a time-dispersive channel the orthogonality between the
subcarriers will, at least partly, be lost. The reason for this loss of subcarrier
orthogonality in case of a time-dispersive channel is that, in this case, the demod-
ulator correlation interval for one path will overlap with the symbol boundary of
a different path, as illustrated in Figure 4.8. Thus, the integration interval will not
necessarily correspond to an integer number of periods of complex exponentials
of that path as the modulation symbols ak may differ between consecutive symbol
intervals. As a consequence, in case of a time-dispersive channel there will not
only be inter-symbol interference within a subcarrier but also interference between
subcarriers.

Another way to explain the interference between subcarriers in case of a time-
dispersive channel is to have in mind that time dispersion on the radio channel
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is equivalent to a frequency-selective channel frequency response. As clarified
in Section 4.2, orthogonality between OFDM subcarriers is not simply due to
frequency-domain separation but due to the specific frequency-domain structure of
each subcarrier. Even if the frequency-domain channel is constant over a bandwidth
corresponding to the main lobe of an OFDM subcarrier and only the subcarrier
side lobes are corrupted due to the radio-channel frequency selectivity, the orthog-
onality between subcarriers will be lost with inter-subcarrier interference as a
consequence. Due to the relatively large side lobes of each OFDM subcarrier,
already a relatively limited amount of time dispersion or, equivalently, a relatively
modest radio-channel frequency selectivity may cause non-negligible interference
between subcarriers.

To deal with this problem and to make an OFDM signal truly insensitive to time
dispersion on the radio channel, so-called cyclic-prefix insertion is typically used
in case of OFDM transmission. As illustrated in Figure 4.9, cyclic-prefix insertion
implies that the last part of the OFDM symbol is copied and inserted at the begin-
ning of the OFDM symbol. Cyclic-prefix insertion thus increases the length of the
OFDM symbol from Tu to Tu + TCP, where TCP is the length of the cyclic prefix,
with a corresponding reduction in the OFDM symbol rate as a consequence. As
illustrated in the lower part of Figure 4.9, if the correlation at the receiver side is
still only carried out over a time interval Tu = 1/�f , subcarrier orthogonality will
then be preserved also in case of a time-dispersive channel, as long as the span of
the time dispersion is shorter than the cyclic-prefix length.

In practice, cyclic-prefix insertion is carried out on the time-discrete output of the
transmitter IFFT. Cyclic-prefix insertion then implies that the last NCP samples of
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the IFFT output block of length N is copied and inserted at the beginning of the
block, increasing the block length from N to N + NCP. At the receiver side, the
corresponding samples are discarded before OFDM demodulation by means of,
for example, DFT/FFT processing.

Cyclic-prefix insertion is beneficial in the sense that it makes an OFDM signal
insensitive to time dispersion as long as the span of the time dispersion does not
exceed the length of the cyclic prefix. The drawback of cyclic-prefix insertion
is that only a fraction Tu/(Tu + TCP) of the received signal power is actually uti-
lized by the OFDM demodulator, implying a corresponding power loss in the
demodulation. In addition to this power loss, cyclic-prefix insertion also implies
a corresponding loss in terms of bandwidth as the OFDM symbol rate is reduced
without a corresponding reduction in the overall signal bandwidth.

One way to reduce the relative overhead due to cyclic-prefix insertion is to reduce
the subcarrier spacing �f , with a corresponding increase in the symbol time Tu as a
consequence. However, this will increase the sensitivity of the OFDM transmission
to fast channel variations, that is high Doppler spread, as well as different types
of frequency errors, see further Section 4.8.

It is also important to understand that the cyclic prefix does not necessarily have
to cover the entire length of the channel time dispersion. In general, there is a
trade-off between the power loss due to the cyclic prefix and the signal corruption
(inter-symbol and inter-subcarrier interference) due to residual time dispersion not
covered by the cyclic prefix and, at a certain point, further reduction of the signal
corruption due to further increase of the cyclic-prefix length will not justify the
corresponding additional power loss. This also means that, although the amount
of time dispersion typically increases with the cell size, beyond a certain cell size
there is often no reason to increase the cyclic prefix further as the corresponding
power loss due to a further increase of the cyclic prefix would have a larger negative
impact, compared to the signal corruption due to the residual time dispersion not
covered by the cyclic prefix [15].

4.5 Frequency-domain model of OFDM transmission

Assuming a sufficiently large cyclic prefix, the linear convolution of a time-
dispersive radio channel will appear as a circular convolution during the demod-
ulator integration interval Tu. The combination of OFDM modulation (IFFT
processing), a time-dispersive radio channel, and OFDM demodulation (FFT
processing) can then be seen as a frequency-domain channel as illustrated in Fig-
ure 4.10, where the frequency-domain channel taps H0, . . ., HNc−1 can be directly
derived from the channel impulse response.
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Figure 4.10 Frequency-domain model of OFDM transmission/reception.

The demodulator output bk in Figure 4.10 is the transmitted modulation symbol
ak scaled and phase rotated by the complex frequency-domain channel tap Hk and
impaired by noise nk . To properly recover the transmitted symbol for further pro-
cessing, for example data demodulation and channel decoding, the receiver should
multiply bk with the complex conjugate of Hk , as illustrated in Figure 4.11, This is
often expressed as a one-tap equalizer being applied to each received subcarrier.

4.6 Channel estimation and reference symbols

As described above, to demodulate the transmitted modulation symbol ak and
allow for proper decoding of the transmitted information at the receiver side,
scaling with the complex conjugate of the frequency-domain channel tap Hk should
be applied after OFDM demodulation (FFT processing) (see Figure 4.11). To be
able to do this, the receiver obviously needs an estimate of the frequency-domain
channel taps H0, . . ., HNc−1.

The frequency-domain channel taps can be estimated indirectly by first estimating
the channel impulse response and, from that, calculate an estimate of Hk . However,
a more straightforward approach is to estimate the frequency-domain channel taps
directly. This can be done by inserting known reference symbols, sometimes also
referred to as pilot symbols, at regular intervals within the OFDM time-frequency
grid, as illustrated in Figure 4.12. Using knowledge about the reference symbols,
the receiver can estimate the frequency-domain channel around the location of the
reference symbol. The reference symbols should have a sufficiently high density
in both the time and the frequency domain to be able to provide estimates for the
entire time/frequency grid also in case of radio channels subject to high frequency
and/or time selectivity.
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Different more or less advanced algorithms can be used for the channel esti-
mation, ranging from simple averaging in combination with linear interpolation
to Minimum-Mean-Square-Error (MMSE) estimation relying on more detailed
knowledge of the channel time/frequency-domain characteristics. Readers are
referred to, for example, [31] for a more in-depth discussion on channel estimation
for OFDM.

4.7 Frequency diversity with OFDM: importance of channel
coding

As discussed in Section 3.3 in the previous chapter, a radio channel is always
subject to some degree of frequency selectivity, implying that the channel quality
will vary in the frequency domain. In case of a single wideband carrier, such
as a WCDMA carrier, each modulation symbol is transmitted over the entire
signal bandwidth. Thus, in case of the transmission of a single wideband carrier
over a highly frequency-selective channel (see Figure 4.13a), each modulation
symbol will be transmitted both over frequency bands with relatively good quality
(relatively high signal strength) and frequency bands with low quality (low signal
strength). Such transmission of information over multiple frequency bands with
different instantaneous channel quality is also referred to as frequency diversity.
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Figure 4.13 Transmission of single wideband carrier and OFDM transmission over a
frequency-selective channel.

On the other hand, in case of OFDM transmission each modulation symbol
is mainly confined to a relatively narrow bandwidth. Thus, in case of OFDM
transmission over a frequency-selective channel, certain modulation symbols
may be fully confined to a frequency band with very low instantaneous sig-
nal strength as illustrated in Figure 4.13b. Thus, the individual modulation
symbols will typically not experience any substantial frequency diversity even
if the channel is highly frequency selective over the overall OFDM transmis-
sion bandwidth. As a consequence, the basic error-rate performance of OFDM
transmission over a frequency-selective channel is relatively poor and especially
much worse than the basic error rate in case of a single wideband carrier.

However, in practice channel coding is used in most cases of digital communication
and especially in case of mobile communication. Channel coding implies that each
bit of information to be transmitted is spread over several, often very many, code
bits. If these coded bits are then, via modulation symbols, mapped to a set of OFDM
subcarriers that are well distributed over the overall transmission bandwidth of the
OFDM signal, as illustrated in Figure 4.14, each information bit will experience
frequency diversity in case of transmission over a radio channel that is frequency
selective over the transmission bandwidth, despite the fact that the subcarriers, and
thus also the code bits, will not experience any frequency diversity. Distributing
the code bits in the frequency domain, as illustrated in Figure 4.14, is sometimes
referred to as frequency interleaving. This is similar to the use of time-domain
interleaving to benefit from channel coding in case of fading that varies in time.

Thus, in contrast to the transmission of a single wideband carrier, channel coding
(combined with frequency interleaving) is an essential component in order for
OFDM transmission to be able to benefit from frequency diversity on a frequency-
selective channel. As channel coding is typically anyway used in most cases of
mobile communication this is not a very serious drawback, especially taking into
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Figure 4.14 Channel coding in combination with frequency-domain interleaving to provide
frequency diversity in case of OFDM transmission.

account that a significant part of the available frequency diversity can be captured
already with a relatively high code rate.

4.8 Selection of basic OFDM parameters

If OFDM is to be used as the transmission scheme in a mobile-communication
system, the following basic OFDM parameters need to be decided on:

• The subcarrier spacing �f .
• The number of subcarriers Nc, which, together with the subcarrier spacing,

determines the overall transmission bandwidth of the OFDM signal.
• The cyclic-prefix length TCP. Together with the subcarrier spacing

�f = 1/Tu, the cyclic-prefix length determines the overall OFDM symbol time
T = TCP + Tu or, equivalently, the OFDM symbol rate.

4.8.1 OFDM subcarrier spacing

There are two factors that constrain the selection of the OFDM subcarrier spacing:

• The OFDM subcarrier spacing should be as small as possible (Tu as large as
possible) to minimize the relative cyclic-prefix overhead TCP/(Tu + TCP), see
further Section 4.8.3.

• A too small subcarrier spacing increases the sensitivity of the OFDM transmis-
sion to Doppler spread and different kinds of frequency inaccuracies.

A requirement for the OFDM subcarrier orthogonality (4.2) to hold at the receiver
side, i.e. after the transmitted signal has propagated over the radio channel, is
that the instantaneous channel does not vary noticeably during the demodulator
correlation interval Tu (see Figure 4.5). In case of such channel variations, e.g. due
very high Doppler spread, the orthogonality between subcarriers will be lost with
inter-subcarrier interference as a consequence. Figure 4.15 illustrates the subcarrier
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Figure 4.15 Subcarrier interference as a function of the normalized Doppler spread fDoppler /�f .

signal-to-interference ratio due to inter-subcarrier interference between two neigh-
bor subcarriers, as a function of the normalized Doppler spread. When considering
Figure 4.15, it should be had in mind that a subcarrier will be subject to interference
from multiple subcarriers on both sides,3 that is the overall inter-subcarrier inter-
ference from all subcarriers will be higher than what is illustrated in Figure 4.15.

In practice, the amount of inter-subcarrier interference that can be accepted very
much depends on the service to be provided and to what extent the received signal
is anyway corrupted due to noise and other impairments. As an example, on the
cell border of large cells the signal-to-noise/interference ratio will anyway be
relatively low, with relatively low achievable data rates as a consequence. A small
amount of additional inter-subcarrier interference, for example, due to Doppler
spread, may then be more or less negligible. At the same time, in high signal-to-
noise/interference scenarios, for example, in small cells with low traffic or close
to the base station, where high data rates are to be provided, the same amount of
inter-subcarrier interference may have a much more negative impact.

It should also be noted that, in addition to Doppler spread, inter-subcarrier inter-
ference will also be due to different transmitter and receiver inaccuracies, such as
frequency errors and phase noise.

3 Except for the subcarrier at the edge of the spectrum.
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Figure 4.16 Spectrum of a basic 5 MHz OFDM signal compared with WCDMA spectrum.

4.8.2 Number of subcarriers

Once the subcarrier spacing has been selected based on environment, expected
Doppler spread and time dispersion, etc., the number of subcarriers can be deter-
mined based on the amount of spectrum available and the acceptable out-of-band
emissions.

The basic bandwidth of an OFDM signal equals Nc · �f , i.e. the number of
subcarriers multiplied by the subcarrier spacing. However, as can be seen in
Figure 4.16, the spectrum of a basic OFDM signal falls off very slowly out-
side the basic OFDM bandwidth and especially much slower than for a WCDMA
signal. The reason for the large out-of-band emission of a basic OFDM signal
is the use of rectangular pulse shaping (Figure 4.1), leading to per-subcarrier
side lobes that fall off relatively slowly. However, in practice, straightforward
filtering or time-domain windowing [117] will be used to suppress a main part
of the OFDM out-of-band emissions. Thus, in practice, typically in the order of
10% guard-band is needed for an OFDM signal implying, as an example, that
in a spectrum allocation of 5 MHz, the basic OFDM bandwidth Nc · �f could
be in the order of 4.5 MHz. Assuming, for example, a subcarrier spacing of
15 kHz as selected for LTE, this corresponds to approximately 300 subcarriers
in 5 MHz.

4.8.3 Cyclic-prefix length

In principle, the cyclic-prefix length TCP should cover the maximum length of
the time-dispersion expected to be experienced. However, as already discussed,
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increasing the length of the cyclic prefix, without a corresponding reduction in
the subcarrier spacing �f , implies an additional overhead in terms of power as
well as bandwidth. Especially the power loss implies that, as the cell size grows
and the system performance becomes more power limited, there is a trade-off
between the loss in power due to the cyclic prefix and the signal corruption due
to time dispersion not covered by the cyclic prefix. As already mentioned, this
implies that, although the amount of time dispersion typically increases with the
cell size, beyond a certain cell size there is often no reason to increase the cyclic
prefix further as the corresponding power loss would have a larger negative impact,
compared to the signal corruption due to the residual time dispersion not covered
by the cyclic prefix [15].

One situation where a longer cyclic prefix may be needed is in the case of multi-
cell transmission using SFN (Single-Frequency Network), as further discussed in
Section 4.11.

Thus, to be able to optimize performance to different environments, some OFDM-
based systems support multiple cyclic-prefix lengths. The different cyclic-prefix
lengths can then be used in different transmission scenarios:

• Shorter cyclic prefix in small-cell environments to minimize the cyclic-prefix
overhead.

• Longer cyclic prefix in environments with extreme time dispersion and
especially in case of SFN operation.

4.9 Variations in instantaneous transmission power

According to Section 3.3.1, one of the drawbacks of multi-carrier transmission is
the corresponding large variations in the instantaneous transmit power, implying a
reduced power-amplifier efficiency and higher mobile-terminal power consump-
tion, alternatively that the power-amplifier output power has to be reduced with
a reduced range as a consequence. Being a kind of multi-carrier transmission
scheme, OFDM is subject to the same drawback.

However, a large number of different methods have been proposed to reduce the
large power peaks of an OFDM signal:

• In case of tone reservation [78], a subset of the OFDM subcarriers are not used
for data transmission. Instead, these subcarriers are modulated in such a way
that the largest peaks of the overall OFDM signal are suppressed, allowing for
a reduced power-amplifier back-off. One drawback of tone reservation is the
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bandwidth loss due to the fact that a number of subcarriers are not available for
actual data transmission. The calculation of what modulation to apply to the
reserved tones can also be of relatively high complexity.

• In case of pre-filtering or pre-coding, linear processing is applied to the
sequence of modulation symbols before OFDM modulation. DFT-spread-
OFDM, to be described in the next chapter, can be seen as one kind of
pre-filtering.

• In case of selective scrambling [23], the coded-bit sequence to be transmitted
is scrambled with a number of different scrambling codes. Each scrambled
sequence is then OFDM modulated and the signal with the lowest peak power
is selected for transmission. After OFDM demodulation at the receiver side,
descrambling and subsequent decoding is carried out for all the possible scram-
bling sequences. Only the decoding carried out for the scrambling code actually
used for the transmission will provide a correct decoding result. A drawback of
selective scrambling is an increased receiver complexity as multiple decodings
need to be carried out in parallel.

Readers are referred to the references above for a more in-depth discussion on
different peak-reduction schemes.

4.10 OFDM as a user-multiplexing and multiple-access
scheme

The discussion has, until now, implicitly assumed that all OFDM subcarriers are
transmitted from the same transmitter to a certain receiver, i.e.:

• downlink transmission of all subcarriers to a single mobile terminal;
• uplink transmission of all subcarriers from a single mobile terminal.

However, OFDM can also be used as a user-multiplexing or multiple-access
scheme, allowing for simultaneous frequency-separated transmissions to/from
multiple mobile terminals (see Figure 4.17).

In the downlink direction, OFDM as a user-multiplexing scheme implies that,
in each OFDM symbol interval, different subsets of the overall set of avail-
able subcarriers are used for transmission to different mobile terminals (see
Figure 4.17a).

Similarly, in the uplink direction, OFDM as a user-multiplexing or multiple-access
scheme implies that, in each OFDM symbol interval, different subsets of the overall
set of subcarriers are used for data transmission from different mobile terminals
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(a) (b)

Figure 4.17 OFDM as a user-multiplexing/multiple-access scheme: (a) downlink and (b) uplink.

(a) (b)

Figure 4.18 Distributed user multiplexing.

(see Figure 4.17b). In this case, the term Orthogonal Frequency Division Multiple
Access or OFDMA is also often used.4

Figure 4.17 assumes that consecutive subcarriers are used for transmission to/from
the same mobile terminal. However, distributing the subcarriers to/from a mobile
terminal in the frequency domain is also possible as illustrated in Figure 4.18. The
benefit of such distributed user multiplexing or distributed multiple access is a
possibility for additional frequency diversity as each transmission is spread over
a wider bandwidth.

In the case when OFDMA is used as an uplink multiple-access scheme, i.e. in
case of frequency multiplexing of OFDM signals from multiple mobile termi-
nals, it is critical that the transmissions from the different mobile terminals arrive
approximately time aligned at the base station. More specifically, the transmissions
from the different mobile terminals should arrive at the base station with a timing

4 The term OFDMA is sometimes also used to denote the use of OFDM to multiplex multiple users in the
downlink as illustrated in Figure 4.17a.
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Figure 4.19 Uplink transmission-timing control.

misalignment less than the length of the cyclic prefix to preserve orthogonal-
ity between subcarriers received from different mobile terminals and thus avoid
inter-user interference.

Due to the differences in distance to the base station for different mobile terminals
and the corresponding differences in the propagation time (which may far exceed
the length of the cyclic prefix), it is therefore necessary to control the uplink
transmission timing of each mobile terminal (see Figure 4.19). Such transmit-
timing control should adjust the transmit timing of each mobile terminal to ensure
that uplink transmissions arrive approximately time aligned at the base station. As
the propagation time changes as the mobile terminal is moving within the cell, the
transmit-timing control should be an active process, continuously adjusting the
exact transmit timing of each mobile terminal.

Furthermore, even in case of perfect transmit-timing control, there will always
be some interference between subcarriers e.g. due to frequency errors. Typically
this interference is relatively low in case of reasonable frequency errors, Doppler
spread, etc. (see Section 4.8). However, this assumes that the different subcarriers
are received with at least approximately the same power. In the uplink, the propaga-
tion distance and thus the path loss of the different mobile-terminal transmissions
may differ significantly. If two terminals are transmitting with the same power,
the received-signal strengths may thus differ significantly, implying a potentially
significant interference from the stronger signal to the weaker signal unless the
subcarrier orthogonality is perfectly retained. To avoid this, at least some degree of
uplink transmit-power control may need to be applied in case of uplink OFDMA,
reducing the transmit power of user terminals close to the base station and ensuring
that all received signals will be of approximately the same power.

4.11 Multi-cell broadcast/multicast transmission and OFDM

The provisioning of broadcast/multicast services in a mobile-communication sys-
tem implies that the same information is to be simultaneously provided to multiple
mobile terminals, often dispersed over a large area corresponding to a large num-
ber of cells as shown in Figure 4.20. The broadcast/multicast information may
be a TV news clip, information about the local weather conditions, stock-market
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Figure 4.20 Broadcast scenario.

(b)(a)

Broadcast Unicast

Figure 4.21 Broadcast vs. Unicast transmission. (a) Broadcast and (b) Unicast.

information, or any other kind of information that, at a given time instant, may be
of interest to a large number of people.

When the same information is to be provided to multiple mobile terminals within
a cell it is often beneficial to provide this information as a single ‘broadcast’ radio
transmission covering the entire cell and simultaneously being received by all
relevant mobile terminals (Figure 4.21a), rather than providing the information by
means of individual transmissions to each mobile terminal (unicast transmission,
see Figure 4.21b).

As a broadcast transmission according to Figure 4.21a has to be dimensioned
to reach also the worst-case mobile terminals, including mobile terminals at the
cell border, it will be relative costly in terms of the recourses (base-station trans-
mit power) needed to provide a certain broadcast-service data rate. Alternatively,
taking into account the limited signal-to-noise ratio that can be achieved at, for
example, the cell edge, the achievable broadcast data rates may be relatively lim-
ited, especially in case of large cells. One way to increase the broadcast data rates
would then be to reduce the cell size, thereby increasing the cell-edge receive
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power. However, this will increase the number of cells to cover a certain area and
is thus obviously negative from a cost-of-deployment point-of-view.

However, as discussed above, the provisioning of broadcast/multicast services
in a mobile-communication network typically implies that identical information
is to be provided over a large number of cells. In such a case, the resources
(downlink transmit power) needed to provide a certain broadcast data rate can be
considerably reduced if mobile terminals at the cell edge can utilize the received
power from broadcast transmissions from multiple cells when detecting/decoding
the broadcast data.

Especially large gains can be achieved if the mobile terminal can simultaneously
receive and combine the broadcast transmissions from multiple cells before decod-
ing. Such soft combining of broadcast/multicast transmissions from multiple cells
has already been adopted for WCDMA Multimedia Broadcast/Multicast Service
(MBMS) [102], as discussed in Chapter 11.

In case of WCDMA, each cell is transmitting on the downlink using different
cell-specific scrambling codes (see Chapter 8). This is true also in case of MBMS.
Thus the broadcast transmissions received from different cells are not identical
but just provide the same broadcast/multicast information. As a consequence,
the mobile terminal must still explicitly identify what cells to include in the soft
combining. Furthermore, although the soft combining significantly increases the
overall received power for mobile terminals at the cell border and thus significantly
improve the overall broadcast efficiency, the broadcast transmissions from the
different cells will still interfere with each other. This will limit the achievable
broadcast-transmission signal-to-interference ratio and thus limit the achievable
broadcast data rates.

One way to mitigate this and further improve the provisioning of broadcast/multi-
cast services in a mobile-communication network is to ensure that the broadcast
transmissions from different cells are truly identical and transmitted mutually
time aligned. In this case, the transmissions received from multiple cells will, as
seen from the mobile terminal, appear as a single transmission subject to severe
multi-path propagation as illustrated in Figure 4.22. The transmission of identical
time-aligned signals from multiple cells, especially in the case of provisioning
of broadcast/multicast services, is sometimes referred to as Single-Frequency
Network (SFN) operation [124].

In case of such identical time-aligned transmissions from multiple cells, the ‘inter-
cell interference’ due to transmissions in neighboring cells will, from a terminal
point of view, be replaced by signal corruption due to time dispersion. If the
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Equivalence as seen from
the mobile terminal

Figure 4.22 Equivalence between simulcast transmission and multi-path propagation.

broadcast transmission is based on OFDM with a cyclic prefix that covers the
main part of this ‘time dispersion’, the achievable broadcast data rates are thus
only limited by noise, implying that, especially in smaller cells, very high broadcast
data rates can be achieved. Furthermore, in contrast to the explicit (in the receiver)
multi-cell soft combining of WCDMA MBMS, the OFDM receiver does not need
to explicitly identify the cells to be soft combined. Rather, all transmissions that
fall within the cyclic prefix will ‘automatically’ be captured by the receiver.
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transmission

The previous chapters discussed multi-carrier transmission in general (Section
3.3.1) and OFDM transmission in particular (Chapter 4) as means to allow for very
high overall transmission bandwidth while still being robust to signal corruption
due to radio-channel frequency selectivity.

However, as discussed in the previous chapter, a drawback of OFDM modula-
tion, as well as any kind of multi-carrier transmission, is the large variations in
the instantaneous power of the transmitted signal. Such power variations imply a
reduced power-amplifier efficiency and higher power-amplifier cost. This is espe-
cially critical for the uplink, due to the high importance of low mobile-terminal
power consumption and cost.

As discussed in Chapter 4, several methods have been proposed on how to reduce
the large power variations of an OFDM signal. However, most of these meth-
ods have limitations in terms of to what extent the power variations can be
reduced. Furthermore, most of the methods also imply a significant computational
complexity and/or a reduced link performance.

Thus, there is an interest to consider also wider-band single-carrier transmission
as an alternative to multi-carrier transmission, especially for the uplink, i.e. for
mobile-terminal transmission. It is then necessary to consider what can be done
to handle the corruption to the signal waveform that will occur in most mobile-
communication environments due to radio-channel frequency selectivity.

5.1 Equalization against radio-channel frequency selectivity

Historically, the main method to handle signal corruption due to radio-channel
frequency selectivity has been to apply different forms of equalization [50] at the
receiver side. The aim of equalization is to, by different means, compensate for the
channel frequency selectivity and thus, at least to some extent, restore the original
signal shape.

67
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5.1.1 Time-domain linear equalization

The most basic approach to equalization is the time-domain linear equalizer, con-
sisting of a linear filter with an impulse response w(τ) applied to the received
signal (see Figure 5.1).

By selecting different filter impulse responses, different receiver/equalizer strate-
gies can be implemented. As an example, in DS-CDMA-based systems a so-called
RAKE receiver structure has historically often been used. The RAKE receiver is
simply the receiver structure of Figure 5.1 where the filter impulse response has
been selected to provide channel-matched filtering

w(τ) = h∗(−τ), (5.1)

that is the filter response has been selected as the complex conjugate of the time-
reversed channel impulse response. This is also often referred to as a Maximum-
Ratio Combining (MRC) filter setting [50].

Selecting the receiver filter according to the MRC criterion, that is as a channel-
matched filter, maximizes the post-filter signal-to-noise ratio (thus the term
maximum-ratio combining). However, MRC-based filtering does not provide any
compensation for any radio-channel frequency selectivity, that is no equalization.
Thus, MRC-based receiver filtering is appropriate when the received signal is
mainly impaired by noise or interference from other transmissions but not when
a main part of the overall signal corruption is due to the radio-channel frequency
selectivity.

Another alternative is to select the receiver filter to fully compensate for the radio-
channel frequency selectivity. This can be achieved by selecting the receiver-filter
impulse response to fulfill the relation

h(τ) ⊗ w(τ) = 1 (5.2)

where ‘⊗’ denotes linear convolution. This selecting of the filter setting, also
known as Zero-Forcing (ZF) equalization [50], provides full compensation for
any radio-channel frequency selectivity (complete equalization) and thus full

s(t ) r (t )

n(t )

h(t) w (t)

Transmitter Channel model Receiver

s(t )ˆ

Figure 5.1 General time-domain linear equalization.
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suppression of any related signal corruption. However, zero-forcing equalization
may lead to a large, potentially very large, increase in the noise level after equaliza-
tion and thus to an overall degradation in the link performance. This will especially
be the case when the channel has large variations in its frequency response.

A third and, in most cases, better alternative is to select a filter setting that provides
a trade-off between signal corruption due to radio-channel frequency selectivity,
and noise/interference. This can for example be done by selecting the filter to
minimize the mean-square error between the equalizer output and the transmitted
signal, i.e. to minimize

ε = E
{∣∣ŝ(t) − s(t)

∣∣2
}

(5.3)

This is also referred to as a Minimum Mean-Square Error (MMSE) equalizer
setting [50].

In practice, the linear equalizer has most often been implemented as a time-discrete
FIR filter [52] with L filter taps applied to the sampled received signal, as illustrated
in Figure 5.2. In general, the complexity of such a time-discrete equalizer grows
relatively rapidly with the bandwidth of the signal to be equalized:

• A more wideband signal is subject to relatively more radio-channel frequency
selectivity or, equivalently, relatively more time dispersion. This implies that
the equalizer needs to have a larger span (larger length L, that is more filter
taps) to be able to properly compensate for the channel frequency selectivity.

• A more wideband signal leads to a correspondingly higher sampling rate for
the received signal. Thus also the receiver-filter processing needs to be carried
out with a correspondingly higher rate.

r (t )
w

snˆ

snˆ

rn

w0

�

rn

D D D

Receiver
nTs

w1 wL�1

Figure 5.2 Linear equalization implemented as a time-discrete FIR filter.



Ch05-P372533.tex 11/5/2007 19: 20 Page 70

70 3G Evolution: HSPA and LTE for Mobile Broadband

It can be shown [32] that the time-discrete MMSE equalizer setting
w = [w0, w1, . . . , wL−1]H is given by the expression

w = R−1p (5.4)

In this expression, R is the channel-output auto-correlation matrix of size L × L,
which depends on the channel impulse response as well as on the noise level, and
p is the channel-output/channel-input cross-correlation vector of size L × 1 that
depends on the channel impulse response.

Especially in case of a large equalizer span (large L), the time-domain MMSE
equalizer may be of relatively high complexity:

• The equalization itself (the actual filtering) may be of relatively high complexity
according to above.

• Calculation of the MMSE equalizer setting, especially the calculation of the
inverse of the size L × L correlation matrix R, may be of relatively high
complexity.

5.1.2 Frequency-domain equalization

A possible way to reduce the complexity of linear equalization is to carry out
the equalization in the frequency domain [24], as illustrated in Figure 5.3. In
case of such frequency-domain linear equalization, the equalization is carried out
blockwise with block size N . The sampled received signal is first transformed
into the frequency domain by means of a size-N DFT. The equalization is then
carried out as frequency-domain filtering, with the frequency-domain filter taps
W0, . . . , WN−1, for example being the DFT of the corresponding time-domain filter
taps w0, . . . , wL−1 of Figure 5.2. Finally, the equalized frequency-domain signal
is transformed back to the time domain by means of a size-N inverse DFT. The
block size-N should preferably be selected as N = 2n for some integer n to allow
for computational-efficient radix-2 FFT/IFFT implementation of the DFT/IDFT
processing.

For each processing block of size N , the frequency-domain equalization basically
consists of:

• A size-N DFT/FFT.
• N complex multiplications (the frequency-domain filter).
• A size-N inverse DFT/FFT.

Especially in case of channels with extensive frequency selectivity, implying the
need for a large span of a time-domain equalizer (large equalizer length L), equal-
ization in the frequency domain according to Figure 5.3 can be of significantly
less complexity, compared to time-domain equalization illustrated in Figure 5.2.
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Figure 5.3 Frequency-domain linear equalization.

However, there are two issues with frequency-domain equalization:

• The time-domain filtering of Figure 5.2 implements a time-discrete linear
convolution. In contrast, frequency-domain filtering according to Figure 5.3
corresponds to circular convolution in the time domain. Assuming a time-
domain equalizer of length L, this implies that the first L − 1 samples at
the output of the frequency-domain equalizer will not be identical to the
corresponding output of the time-domain equalizer.

• The frequency-domain filter taps W0, . . . , WN−1 can be determined by first
determining the pulse response of the corresponding time-domain filter and
then transforming this filter into the frequency domain by means of a DFT.
However, as mentioned above, determining e.g. the MMSE time-domain filter
may be relative complex in case of a large equalizer length L.

One way to address the first issue is to apply an overlap in the block-wise process-
ing of the frequency-domain equalizer as outlined in Figure 5.4, where the overlap
should be at least L − 1 samples. With such an overlap, the first L − 1 (‘incor-
rect’) samples at the output of the frequency-domain equalizer can be discarded
as the corresponding samples are also (correctly) provided as the last part of the
previously received/equalized block. The drawback with this kind of ‘overlap-and-
discard’ processing is a computational overhead, that is somewhat higher receiver
complexity.

An alternative approach that addresses both of the above issues is to apply
cyclic-prefix insertion at the transmitter side (see Figure 5.5). Similar to OFDM,
cyclic-prefix insertion in case of single-carrier transmission implies that a cyclic
prefix of length NCP samples is inserted block-wise at the transmitter side. The
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Figure 5.5 Cyclic-prefix insertion in case of single-carrier transmission.

transmitter-side block size should be the same as the block size N used for the
receiver-side frequency-domain equalization.

With the introduction of a cyclic prefix, the channel will, from a receiver point
of view, appear as a circular convolution over a receiver processing block of
size N . Thus there is no need for any receiver overlap-and-discard processing.
Furthermore, the frequency-domain filter taps can now be calculated directly from
an estimate of the sampled channel frequency response without first determining
the time-domain equalizer setting. As an example, in case of an MMSE equalizer
the frequency-domain filter taps can be calculated according to

Wk = H∗
k

|Hk|2 + N0
(5.5)

where N0 is the noise power and Hk is the sampled channel frequency response.
For large equalizer lengths, this calculation is of much lower complexity compared
to the time-domain calculation discussed in the previous section.

The drawback of cyclic-prefix insertion in case of single-carrier transmission is
the same as for OFDM, that is it implies an overhead in terms of both power
and bandwidth. One method to reduce the relative cyclic-prefix overhead is to
increase the block size N of the frequency-domain equalizer. However, for the
block-wise equalization to be accurate, the channel needs to be approximately
constant over a time span corresponding to the size of the processing block. This
constraint provides an upper limit on the block size N that depends on the rate
of the channel variations. Note that this is similar to the constraint on the OFDM
subcarrier spacing �f = 1/Tu depending on the rate of the channel variations, as
discussed in Chapter 4.
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5.1.3 Other equalizer strategies

The previous sections discussed different approaches to linear equalization as a
means to counter-act signal corruption of a wideband signal due to radio-channel
frequency selectivity. However, there are also other approaches to equalization:

• Decision-Feedback Equalization (DFE) [50] implies that previously detected
symbols are fed back and used to cancel the contribution of the corresponding
transmitted symbols to the overall signal corruption. Such decision feedback
is typically used in combination with time-domain linear filtering, where the
linear filter transforms the channel response to a shape that is more suitable for
the decision-feedback stage. Decision feedback can also very well be used in
combination with frequency-domain linear equalization [24].

• Maximum-Likelihood (ML) detection, also known as Maximum Likelihood
Sequence Estimation (MLSE), [25] is strictly speaking not an equalization
scheme but rather a receiver approach where the impact of radio-channel time
dispersion is explicitly taken into account in the receiver-side detection process.
Fundamentally, an ML detector uses the entire received signal to decide on the
most likely transmitted sequence, taking into account the impact of the time dis-
persion on the received signal. To implement maximum-likelihood detection the
Viterbi algorithm [26] is often used.1 However, although maximum-likelihood
detection based on the Viterbi algorithm has been extensively used for 2G
mobile communication such as GSM, it is foreseen to be too complex to be
applied for the 3G evolution due to the much wider transmission bandwidth
leading to both much more extensive channel frequency selectivity and much
higher sampling rates.

5.2 Uplink FDMA with flexible bandwidth assignment

In practice, there are obviously often multiple mobile terminals within a cell and
thus multiple mobile terminals that should share the overall uplink radio resource
within the cell by means of the uplink intra-cell multiple-access scheme.

In case of mobile communication based on WCDMA and cdma2000, uplink trans-
missions within a cell are mutually non-orthogonal and the base-station receiver
relies on the processing gain due to channel coding and additional direct-sequence
spreading to suppress the intra-cell interference. Although non-orthogonal mul-
tiple access can, fundamentally, provide higher capacity compared to orthogonal
multiple access, in practice the possibility for mutually orthogonal uplink trans-
missions within a cell is often beneficial from a system-performance point-of-view.

1 Thus the term ‘Viterbi equalizer’ is sometimes used for the ML detector.



Ch05-P372533.tex 11/5/2007 19: 20 Page 74

74 3G Evolution: HSPA and LTE for Mobile Broadband
Fr

eq
ue

nc
y

Fr
eq

ue
nc

y

Time Time

(a) (b)

Figure 5.6 Orthogonal multiple access: (a) TDMA and (b) FDMA.

Mutually orthogonal uplink transmissions within a cell can be achieved in the
time domain (Time Division Multiple Access, TDMA), as illustrated in Figure
5.6a. TDMA implies that different mobile terminals within in a cell transmit in
different non-overlapping time intervals. In each such time interval, the full system
bandwidth is then assigned for uplink transmission from a single mobile terminal.

Alternatively, mutually orthogonal uplink transmissions within a cell can be
achieved in the frequency domain (Frequency Division Multiple Access, FDMA)
as illustrated in Figure 5.6b, that is by having mobile terminals transmit in different
frequency bands.

To be able to provide high-rate packet-data transmission, it should be possible to
assign the entire system bandwidth for transmission from a single mobile terminal.
At the same time, due to the burstiness of most packet-data services, in many
cases mobile terminals will have no uplink data to transmit. Thus, for efficient
packet-data access, a TDMA component should always be part of the uplink
multiple-access scheme.

However, relying on only TDMA to provide orthogonality between uplink trans-
missions within a cell could be bandwidth inefficient, especially in case of a
very wide overall system bandwidth. As discussed in Chapter 3, a wide band-
width is needed to support high data rates in a power-efficient way. However, the
data rates that can be achieved over a radio link are, in many cases, limited by
the available signal power (power-limited operation) rather than by the available
bandwidth. This is especially the case for the uplink, due to the, in general, more
limited mobile-terminal transmit power. Allocating the entire system bandwidth
to a single mobile terminal could, in such cases, be highly inefficient in terms of
bandwidth utilization. As an example, allocating 20 MHz of transmission band-
width to a mobile terminal in a scenario where the achievable uplink data rate, due
to mobile-terminal transmit-power limitations, is anyway limited to, for exam-
ple, a few 100 kbps would obviously imply a very inefficient usage of the overall
available bandwidth. In such cases, a smaller transmission bandwidth should be
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assigned to the mobile terminal and the remaining part of the overall system band-
width should be used for uplink transmissions from other mobile terminals. Thus,
in addition to TDMA, an uplink transmission scheme should preferably allow for
orthogonal user multiplexing also in the frequency domain, i.e. FDMA.

At the same time, it should be possible to allocate the entire overall transmission
bandwidth to a single mobile terminal when the channel conditions are such that
the wide bandwidth can be efficiently utilized, that is when the achievable data
rates are not power limited. Thus an orthogonal uplink transmission scheme should
allow for FDMA with flexible bandwidth assignment as illustrated in Figure 5.7.

Flexible bandwidth assignment is straightforward to achieve with an OFDM-based
uplink transmission scheme by dynamically allocating different number of sub-
carriers to different mobile terminals depending on their instantaneous channel
conditions. In the next section, it will be discussed how this can also be achieved
in case of low-PAR ‘single-carrier’ transmission, more specifically by means of
so-called DFT-spread OFDM.

5.3 DFT-spread OFDM

DFT-spread OFDM (DFTS-OFDM) is a transmission scheme that can combine
the desired properties discussed in the previous sections, i.e.:

• Small variations in the instantaneous power of the transmitted signal (‘single-
carrier’ property).

• Possibility for low-complexity high-quality equalization in the frequency
domain.

• Possibility for FDMA with flexible bandwidth assignment.

Due to these properties, DFTS-OFDM has been selected as the uplink transmission
scheme for LTE, that is the long-term 3G evolution, see further Part IV of this book.

5.3.1 Basic principles

The basic principle of DFTS-OFDM transmission is illustrated in Figure 5.8. Sim-
ilar to OFDM modulation, DFTS-OFDM relies on block-based signal generation.
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Figure 5.8 DFTS-OFDM signal generation.

In case of DFTS-OFDM, a block of M modulation symbols from some modulation
alphabet, e.g. QPSK or 16QAM, is first applied to a size-M DFT. The output of the
DFT is then applied to consecutive inputs of a size-N inverse DFT where N > M
and where the unused inputs of the IDFT are set to zero. Typically, the inverse-
DFT size N is selected as N = 2n for some integer n to allow for the IDFT to be
implemented by means of computationally efficient radix-2 IFFT. Also similar to
OFDM, a cyclic prefix is preferable inserted for each transmitted block. As dis-
cussed in Section 5.1.2, the presence of a cyclic prefix allows for straightforward
low-complexity frequency-domain equalization at the receiver side.

Comparing Figure 5.8 with the IFFT-based implementation of OFDM modulation
it is obvious that DFTS-OFDM can alternatively be seen as OFDM modulation
preceded by a DFT operation, i.e. pre-coded OFDM.

If the DFT size M would equal the IDFT size N , the cascaded DFT and IDFT
blocks of Figure 5.8 would completely cancel out each other. However, if M is
smaller than N and the remaining inputs to the IDFT are set to zero, the output
of the IDFT will be a signal with ‘single-carrier’ properties, i.e. a signal with low
power variations, and with a bandwidth that depends on M. More specifically,
assuming a sampling rate fs at the output of the IDFT, the nominal bandwidth
of the transmitted signal will be BW = M/N · fs. Thus, by varying the block size
M the instantaneous bandwidth of the transmitted signal can be varied, allowing
for flexible-bandwidth assignment. Furthermore, by shifting the IDFT inputs to
which the DFT outputs are mapped, the transmitted signal can be shifted in the
frequency domain, as will be further discussed in Section 5.3.3.

To have a high degree of flexibility in the instantaneous bandwidth, given by the
DFT size M, it is typically not possible to ensure that M can be expressed as
2m for some integer m. However, as long as M can be expressed as a product of
relatively small prime numbers, the DFT can still be implemented as relatively
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low-complexity non-radix-2 FFT processing. As an example, a DFT size M = 144
can be implemented by means of a combination of radix-2 and radix-3 FFT
processing (144 = 32 · 24).

The main benefit of DFTS-OFDM, compared to a multi-carrier transmission
scheme such as OFDM, is reduced variations in the instantaneous transmit power,
implying the possibility for increased power-amplifier efficiency. This benefit of
DFTS-OFDM is illustrated in Figure 5.9, which illustrates the distribution of the
Peak-to-Average-power Ratio (PAR) for DFTS-OFDM and conventional OFDM.
The PAR is defined as the peak power within one IDFT block (one OFDM symbol)
normalized by the average signal power. It should be noted that the PAR distri-
bution is not the same as the distribution of the instantaneous transmit power as
illustrated in Figure 3.3. Historically, PAR distributions have often been used to
illustrate the power variations of OFDM.

As can be seen in Figure 5.9, the PAR is significantly lower for DFTS-OFDM,
compared to OFDM. In case of 16QAM modulation, the PAR of DFTS-OFDM
increases somewhat as expected (compare Figure 3.3). On the other hand, in case of
OFDM the PAR distribution is more or less independent of the modulation scheme.
The reason is that, as the transmitted OFDM signal is the sum of a large number
of independently modulated subcarriers, the instantaneous power has an approx-
imately exponential distribution, regardless of the modulation scheme applied to
the different subcarriers.

Although the PAR distribution can be used to qualitatively illustrate the difference
in power variations between different transmission schemes, it is not a very good
measure to more accurately quantify the impact of the power variations on e.g. the
required power-amplifier back-off.
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Figure 5.10 Basic principle of DFTS-OFDM demodulation.

A better measure of the impact on the required power-amplifier back-off and the
corresponding impact on the power-amplifier efficiency is given by the so-called
cubic metric [49]. The cubic metric is a measure of the amount of additional back-
off needed for a certain signal wave form, relative to the back-off needed for some
reference wave form.

As can be seen from Figure 5.9, the cubic metric (given to the right of the graph)
follows the same trend as the PAR. However, the differences in cubic metric are
somewhat smaller than the corresponding differences in PAR.

5.3.2 DFTS-OFDM receiver

The basic principle of demodulation of a DFTS-OFDM signal is illustrated in
Figure 5.10. The operations are basically the reverse of those for the DFTS-OFDM
signal generation of Figure 5.8, i.e. size-N DFT (FFT) processing, removal of the
frequency samples not corresponding to the signal to be received, and size-M
inverse DFT processing.

In the ideal case with no signal corruption on the radio channel, DFTS-OFDM
demodulation according to Figure 5.10 will perfectly restore the block of trans-
mitted symbols. However, in case of a time dispersive or, equivalently, a
frequency-selective radio channel, the DFTS-OFDM signal will be corrupted,
with ‘self-interference’ as a consequence. This can be understood in two ways:

1. Being a wideband single-carrier signal, the DFTS-OFDM spread signal is,
obviously, corrupted in case of a time-dispersive channel.

2. If the channel is frequency selective over the span of the DFT, the inverse DFT
at the receiver will not be able to correctly reconstruct the original block of
transmitted symbols.
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Figure 5.12 Uplink user multiplexing in case of DFTS-OFDM. (a) Equal-bandwidth assignment
and (b) unequal-bandwidth assignment.

Thus, in case of DFTS-OFDM, an equalizer is needed to compensate for the radio-
channel frequency selectivity. Assuming the basic DFTS-OFDM demodulator
structure according to Figure 5.10, frequency-domain equalization as discussed
in Section 5.1.2 is especially applicable to DFTS-OFDM transmission (see
Figure 5.11).

5.3.3 User multiplexing with DFTS-OFDM

As mentioned above, by dynamically adjusting the transmitter DFT size and,
consequently, also the size of the block of modulation symbols a0, a1, . . . , aM−1,
the nominal bandwidth of the DFTS-OFDM signal can be dynamically adjusted.
Furthermore, by shifting the IDFT inputs to which the DFT outputs are mapped, the
exact frequency-domain ‘position’ of the signal to be transmitted can be adjusted.
By these means, DFTS-OFDM allows for uplink FDMA with flexible bandwidth
assignment as illustrated in Figure 5.12.
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Figure 5.13 DFTS-OFDM with frequency-domain spectrum shaping.

Figure 5.12a illustrates the case of multiplexing the transmissions from two mobile
terminals with equal bandwidth assignments, that is equal DFT sizes M, while
Figure 5.12b illustrates the case of differently sized bandwidth assignments.

5.3.4 DFTS-OFDM with spectrum shaping

DFTS-OFDM signal generation according to Figure 5.8 corresponds to a signal
with a rectangular-shaped spectrum. To further reduce the power variations of the
DFTS-OFDM signal, explicit spectrum shaping can be applied. This is similar to
the spectrum shaping applied to, for example, a WCDMA signal, as described in
Chapter 3 (Figure 3.6).

Spectrum shaping for DFTS-OFDM is illustrated in Figure 5.13. After size-M DFT
processing of the block of modulation symbols, the signal is periodically expanded
in the frequency domain. Spectrum shaping is then applied by multiplying the
frequency samples with some spectrum-shaping function, e.g. a root-raised-cosine
function (raised-cosine-shaped power spectrum). The signal is then transformed
back to the time domain by means of the size-N IDFT/IFFT.

As shown in Figure 5.14, spectrum shaping allows for further reduction in the
power variations of the transmitted signal, thus allowing for even higher power-
amplifier efficiency. The cost of spectrum shaping is reduced spectrum efficiency
as the spectrum shaping implies a wider spectrum for the same DFT-size M. As
an example, a roll-off α = 0.22 implies 22% excess bandwidth, compared to no
spectrum shaping. Spectrum shaping should thus only be applied to power-limited
scenarios where transmit power, rather than spectrum, is the scarce resource. The
reduced power variations due to spectrum shaping can then be used to further
improve, for example, uplink coverage.
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Figure 5.15 Localized DFTS-OFDM vs. Distributed DFTS-OFDM.

5.3.5 Distributed DFTS-OFDM

What has been illustrated in Figure 5.8 can more specifically be referred to as
Localized DFTS-OFDM, referring to the fact that the output of the DFT is mapped
to consecutive inputs of the IFFT. An alternative is to map the output of the DFT
to equidistant inputs of the IDFT with zeros inserted in between, as illustrated in
Figure 5.15. This is can also be referred to as Distributed DFTS-OFDM.

Figure 5.16 illustrates the basic structure of the transmitted spectrum in case of
localized and distributed DFTS-OFDM, respectively. Although the spectrum of
the localized DFTS-OFDM signal clearly indicates a single-carrier transmission
this is not as clearly seen from the spectrum of the distributed DFTS-OFDM signal.
However, it can be shown that a distributed DFTS-OFDM signal has similar power
variations as localized DFTS-OFDM. Actually, it can be shown that a distributed
DFTS-OFDM signal is equivalent to so-called Interleaved FDMA (IFDMA) [67].
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Figure 5.17 User multiplexing in case of localized and distributed DFTS-OFDM.

The benefit of distributed DFTS-OFDM, compared to localized DFTS-OFDM,
is the possibility for additional frequency diversity as even a low-rate distributed
DFTS-OFDM signal (small DFT size M) can be spread over a potentially very
large overall transmission bandwidth.

User multiplexing in the frequency domain as well as flexible bandwidth allocation
is possible also in case of distributed DFTS-OFDM. However, in this case, the dif-
ferent users are ‘interleaved in the frequency domain, as illustrated in Figure 5.17b
(thus the alternative term “Interleaved FDMA”)’. As a consequence, distributed
DFTS-OFDM is more sensitivity to frequency errors and has higher requirements
on power control, compared to localized DFTS-OFDM. This is similar to the case
of localized OFDM vs. distributed OFDM as discussed in Section 4.10.
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6
Multi-antenna techniques

Multi-antenna techniques can be seen as a joint name for a set of techniques
with the common theme that they rely on the use of multiple antennas at the
receiver and/or the transmitter, in combination with more or less advanced signal
processing. Multi-antenna techniques can be used to achieve improved system per-
formance, including improved system capacity (more users per cell) and improved
coverage (possibility for larger cells), as well as improved service provisioning, for
example, higher per-user data rates. This chapter will provide a general overview
of different multi-antenna techniques applicable to the 3G evolution. How multi-
antenna techniques are specifically applied to HSPA and its evolution and to LTE
is discussed in somewhat more details in Part III and IV, respectively.

6.1 Multi-antenna configurations

An important characteristic of any multi-antenna configuration is the distance
between the different antenna elements, to a large extent due to the relation between
the antenna distance and the mutual correlation between the radio-channel fading
experienced by the signals at the different antennas.

The antennas in a multi-antenna configuration can be located relatively far from
each other, typically implying a relatively low mutual correlation. Alternatively,
the antennas can be located relatively close to each other, typically implying
a high mutual fading correlation, that is in essence that the different antennas
experience the same, or at least very similar, instantaneous fading. Whether
high or low correlation is desirable depends on what is to be achieved with the
multi-antenna configuration (diversity, beam-forming, or spatial multiplexing) as
discussed further below.

What actual antenna distance is needed for low, alternatively high, fading corre-
lation depends on the wavelength or, equivalently, the carrier frequency used for
the radio communication. However, it also depends on the deployment scenario.

83
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In case of base-station antennas in typical macro-cell environments (relatively
large cells, relatively high base-station antenna positions, etc.), an antenna dis-
tance in the order of ten wavelengths is typically needed to ensure a low mutual
fading correlation. At the same time, for a mobile terminal in the same kind of
environment, an antenna distance in the order of only half a wavelength (0.5λ) is
often sufficient to achieve relatively low mutual correlation [41]. The reason for
the difference between the base station and the mobile terminal in this respect is
that, in the macro-cell scenario, the multi-path reflections that cause the fading
mainly occur in the near-zone around the mobile terminal. Thus, as seen from
the mobile terminal, the different paths will typically arrive from a wide angle,
implying a low fading correlation already with a relatively small antenna distance.
At the same time, as seen from the (macro-cell) base station the different paths will
typically arrive within a much smaller angle, implying the need for significantly
larger antenna distance to achieve low fading correlation.1

On the other hand, in other deployment scenarios, such as micro-cell deployments
with base-station antennas below roof-top level and indoor deployments, the envi-
ronment as seen from the base station is more similar to the environment as seen
from the mobile terminal. In such scenarios, a smaller base-station antenna dis-
tance is typically sufficient to ensure relatively low mutual correlation between
the fading experienced by the different antennas.

The above discussion assumed antennas with the same polarization direction.
Another means to achieve low mutual fading correlation is to apply different
polarization directions for the different antennas [41]. The antennas can then be
located relatively close to each other, implying a compact antenna arrangement,
while still experiencing low mutual fading correlation.

6.2 Benefits of multi-antenna techniques

The availability of multiple antennas at the transmitter and/or the receiver can be
utilized in different ways to achieve different aims:

• Multiple antennas at the transmitter and/or the receiver can be used to pro-
vide additional diversity against fading on the radio channel. In this case, the
channels experienced by the different antennas should have low mutual corre-
lation, implying the need for a sufficiently large inter-antenna distance (spatial

1 Although the term ‘arrive’ is used above, the situation is exactly the same in case of multiple transmit antennas.
Thus, in case of multiple base-station transmit antennas in a macro-cell scenario, the antenna distance typically
needs to be a number of wavelengths to ensure low fading correlation while, in case of multiple transmit antennas
at the mobile terminal, an antenna distance of a fraction of a wavelength is sufficient.
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diversity), alternatively the use of different antenna polarization directions
(polarization diversity).

• Multiple antennas at the transmitter and/or the receiver can be used to ‘shape’
the overall antenna beam (transmit beam and receive beam, respectively) in a
certain way, for example, to maximize the overall antenna gain in the direction of
the target receiver/transmitter or to suppress specific dominant interfering sig-
nals. Such beam-forming can be based either on high or low fading correlation
between the antennas, as is further discussed in Section 6.4.2.

• The simultaneous availability of multiple antennas at the transmitter and the
receiver can be used to create what can be seen as multiple parallel commu-
nication ‘channels’ over the radio interface. This provides the possibility for
very high bandwidth utilization without a corresponding reduction in power
efficiency or, in other words, the possibility for very high data rates within a
limited bandwidth without an un-proportionally large degradation in terms of
coverage. Herein we will refer to this as spatial multiplexing. It is often also
referred to as MIMO (Multi-Input Multi-Output) antenna processing.

6.3 Multiple receive antennas

Perhaps the most straightforward and historically the most commonly used multi-
antenna configuration is the use of multiple antennas at the receiver side. This is
often referred to as receive diversity or RX diversity even if the aim of the multiple
receive antennas is not always to achieve additional diversity against radio-channel
fading.

Figure 6.1 illustrates the basic principle of linear combining of signals r1, . . . , rNR

received at NR different antennas, with the received signals being multiplied
by complex weight factors w∗

1, . . . , w∗
NR

before being added together. In vector

notation this linear receive-antenna combining can be expressed as2

ŝ = [
w∗

1 · · · w∗
NR

] ·
⎡
⎢⎣

r1
...

rNR

⎤
⎥⎦ = wH · r (6.1)

What is outlined in (6.1) and Figure 6.1 is linear receive-antenna combining in
general. Different specific antenna-combining approaches then differ in the exact
choice of the weight vector w.

2 Note that the weight factors are expressed as complex conjugates of w1, . . . , wNR .
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Figure 6.2 Linear receive-antenna combining.

Assuming that the transmitted signal is only subject to non-frequency-selective
fading and (white) noise, i.e., there is no radio-channel time dispersion, the signals
received at the different antennas in Figure 6.1 can be expressed as

r =
⎛
⎜⎝

r1
...

rNR

⎞
⎟⎠ =

⎛
⎜⎝

h1
...

hNR

⎞
⎟⎠ · s +

⎛
⎜⎝

n1
...

nNR

⎞
⎟⎠ = h · s + n (6.2)

where s is the transmitted signal, the vector h consists of the NR complex channel
gains, and the vector n consists of the noise impairing the signals received at the
different antennas (see also Figure 6.2).

One can easily show that, to maximize the signal-to-noise ratio after linear
combining, the weight vector w should be selected as [50]

wMRC = h (6.3)
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This is also known as Maximum-Ratio Combining (MRC). The MRC weights
fulfill two purposes:

• Phase rotate the signals received at the different antennas to compensate for
the corresponding channel phases and ensure that the signals are phase aligned
when added together (coherent combining).

• Weight the signals in proportion to their corresponding channel gains, that is
apply higher weights for stronger received signals.

In case of mutually uncorrelated antennas, that is sufficiently large antenna dis-
tances or different polarization directions, the channel gains h1, . . . , hNR are uncor-
related and the linear antenna combining provides diversity of order NR. In terms
of receiver-side beam-forming, selecting the antenna weights according to (6.3)
corresponds to a receiver beam with maximum gain NR in the direction of the target
signal. Thus, the use of multiple receive antennas may increase the post-combiner
signal-to-noise ratio in proportion to the number of receive antennas.

MRC is an appropriate antenna-combining strategy when the received signal is
mainly impaired by noise. However, in many cases of mobile communication the
received signal is mainly impaired by interference from other transmitters within
the system, rather than by noise. In a situation with a relatively large number of
interfering signals of approximately equal strength, maximum-ratio combining is
typically still a good choice as, in this case, the overall interference will appear
relatively ‘noise-like’ with no specific direction-of-arrival. However, in situations
where there is a single dominating interferer (or, in the general case, a limited
number of dominating interferers), as illustrated in Figure 6.3, improved perfor-
mance can be achieved if, instead of selecting the antenna weights to maximize the
received signal-to-noise ratio after antenna combining (MRC), the antenna weights
are selected so that the interferer is suppressed. In terms of receiver-side beam-
forming this corresponds to a receiver beam with high attenuation in the direction
of the interferer, rather than focusing the receiver beam in the direction of the tar-
get signal. Applying receive-antenna combining with a target to suppress specific
interferers is often referred to as Interference Rejection Combining (IRC) [38].

In the case of a single dominating interferer as outlined in Figure 6.3, expression
(6.2) can be extended according to

r =
⎛
⎜⎝

r1
...

rNR

⎞
⎟⎠ =

⎛
⎜⎝

h1
...

hNR

⎞
⎟⎠ · s +

⎛
⎜⎝

hI ,1
...

hI ,NR

⎞
⎟⎠ · sI +

⎛
⎜⎝

n1
...

nNR

⎞
⎟⎠ = h · s +hI · sI +n (6.4)

where sI is the transmitted interferer signal and the vector hI consists of the com-
plex channel gains from the interferer to the NR receive antennas. By applying
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Figure 6.3 Downlink scenario with a single dominating interferer (special case of only two receive
antennas).

expression (6.1) to (6.4) it is clear that the interfering signal will be completely
suppressed if the weight vector w is selected to fulfill the expression

wH · hI = 0 (6.5)

In the general case, (6.5) has NR − 1 non-trivial solutions, indicating flexibility
in the weight-vector selection. This flexibility can be used to suppress additional
dominating interferers. More specifically, in the general case of NR receive anten-
nas there is a possibility to, at least in theory, completely suppress up to NR − 1
separate interferers. However, such a choice of antenna weights, providing com-
plete suppression of a number of dominating interferers, may lead to a large,
potentially very large, increase in the noise level after the antenna combining.
This is similar to the potentially large increase in the noise level in case of a
Zero-Forcing equalizer as discussed in Chapter 5.

Thus, similar to the case of linear equalization, a better approach is to select the
antenna weight vector w to minimize the mean square error

ε = E{|ŝ − s|2} (6.6)

also known as the Minimum Mean Square Error (MMSE) combining [41, 52].

Although Figure 6.3 illustrates a downlink scenario with a dominating interfering
base station, IRC can also be applied to the uplink to suppress interference from
specific mobile terminals. In this case, the interfering mobile terminal may either
be in the same cell as the target mobile terminal (intra-cell-interference) or in a
neighbor cell (inter-cell-interference) (see Figure 6.4a and b, respectively). Sup-
pression of intra-cell interference is relevant in case of a non-orthogonal uplink,
that is when multiple mobile terminals are transmitting simultaneously using
the same time-frequency resource. Uplink intra-cell-interference suppression by
means of IRC is sometimes also referred to as Spatial Division Multiple Access
(SDMA) [68, 69].
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Figure 6.4 Receiver scenario with one strong interfering mobile terminal: (a) Intra-cell interfer-
ence and (b) Inter-cell interference.

As discussed in Chapter 3, in practice a radio channel is always subject to at least
some degree of time dispersion or, equivalently, frequency selectivity, causing
corruption to a wide-band signal. As discussed in Chapter 5, one method to count-
eract such signal corruption is to apply linear equalization, either in the time or
frequency domain.

It should be clear from the discussion above that linear receive-antenna combining
has many similarities to linear equalization:

• Linear time-domain (frequency-domain) filtering/equalization as described in
Chapter 5 implies that linear processing is applied to signals received at different
time instances (different frequencies) with a target to maximize the post-
equalizer SNR (MRC-based equalization), alternatively to suppress signal cor-
ruption due to radio-channel frequency selectivity (zero-forcing equalization,
MMSE equalization, etc.).

• Linear receive-antenna combining implies that linear processing is applied to
signals received at different antennas, i.e. processing in the spatial domain,
with a target to maximize the post-combiner SNR (MRC-based combining),
alternatively to suppress specific interferers (IRC based on e.g. MMSE).

Thus, in the general case of frequency-selective channel and multiple receive anten-
nas, two-dimensional time/space linear processing/filtering can be applied as
illustrated in Figure 6.5 where the linear filtering can be seen as a generaliza-
tion of the antenna weights of Figure 6.1. The filters should be jointly selected
to minimize the overall impact of noise, interference and signal corruption due to
radio-channel frequency selectivity.

Alternatively, especially in the case when cyclic-prefix insertion has been applied
at the transmitter side, two-dimensional frequency/space linear processing can be
applied as illustrated in Figure 6.6. The frequency-domain weights should then be
jointly selected to minimize the overall impact of noise, interference, and signal
corruption due to radio-channel frequency selectivity.
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Figure 6.5 Two-dimensional space/time linear processing (two receive antennas).
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Figure 6.6 Two-dimensional space/frequency linear processing (two receive antennas).

The frequency/space processing outlined in Figure 6.6, without the IDFT, is also
applicable if receive diversity is to be applied to OFDM transmission. In the
case of OFDM transmission, there is no signal corruption due to radio-channel
frequency selectivity. Thus, the frequency-domain coefficients of Figure 6.6 can
be selected taking into account only noise and interference. In principle, this means
the antenna-combining schemes discussed above (MRC and IRC) are applied on
a per-subcarrier basis.

Note that, although Figure 6.5 and Figure 6.6 assume two receive antennas, the
corresponding receiver structures can straightforwardly be extended to more than
two antennas.

6.4 Multiple transmit antennas

As an alternative or complement to multiple receive antennas, diversity and beam-
forming can also be achieved by applying multiple antennas at the transmitter side.
The use of multiple transmit antennas is primarily of interest for the downlink,
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i.e. at the base station. In this case, the use of multiple transmit antennas provides
an opportunity for diversity and beam-forming without the need for additional
receive antennas and corresponding additional receiver chains at the mobile ter-
minal. On the other hand, due to complexity reasons the use of multiple transmit
antennas for the uplink, i.e. at the mobile terminal, is less attractive. In this case,
it is typically preferred to apply additional receive antennas and corresponding
receiver chains at the base station.

6.4.1 Transmit-antenna diversity

If no knowledge of the downlink channels of the different transmit antennas is avail-
able at the transmitter, multiple transmit antennas cannot provide beam-forming
but only diversity. For this to be possible, there should be low mutual correla-
tion between the channels of the different antennas. As discussed in Section 6.1,
this can be achieved by means of sufficiently large distance between the antennas,
alternatively by the use of different antenna polarization directions. Assuming such
antenna configurations, different approaches can be taken to realize the diversity
offered by the multiple transmit antennas.

6.4.1.1 Delay diversity
As discussed in Chapter 4, a radio channel subject to time dispersion, with the trans-
mitted signal propagating to the receiver via multiple, independently fading paths
with different delays, provides the possibility for multi-path diversity or, equiva-
lently, frequency diversity. Thus multi-path propagation is actually beneficial in
terms of radio-link performance, assuming that the amount of multi-path propaga-
tion is not too extensive and that the transmission scheme includes tools to counter-
act signal corruption due to the radio-channel frequency selectivity, for example,
by means of OFDM transmission or the use of advanced receiver-side equalization.

If the channel in itself is not time dispersive, the availability of multiple transmit
antennas can be used to create artificial time dispersion or, equivalently, artificial
frequency selectivity by transmitting identical signals with different relative delays
from the different antennas. In this way, the antenna diversity, i.e. the fact that the
fading experienced by the different antennas have low mutual correlation, can be
transformed into frequency diversity. This kind of delay diversity is illustrated in
Figure 6.7 for the special case of two transmit antennas. The relative delay T should
be selected to ensure a suitable amount of frequency selectivity over the bandwidth
of the signal to be transmitted. It should be noted that, although Figure 6.7 assumes
two transmit antennas, delay diversity can straightforwardly be extended to more
than two transmit antennas with different relative delays for each antenna.

Delay diversity is in essence invisible to the mobile terminal, which will simply
see a single radio-channel subject to additional time dispersion. Delay diversity
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Figure 6.7 Two-antenna delay diversity.
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Figure 6.8 Two-antenna Cyclic-Delay Diversity (CDD).

can thus straightforwardly be introduced in an existing mobile-communication
system without requiring any specific support in a corresponding radio-interface
standard. Delay diversity is also applicable to basically any kind of transmission
scheme that is designed to handle and benefit from frequency-selective fading,
including, for example, WCDMA and CDMA2000.

6.4.1.2 Cyclic–delay diversity
Cyclic-Delay Diversity (CDD) [6] is similar to delay diversity with the main dif-
ference that cyclic delay diversity operates block-wise and applies cyclic shifts,
rather than linear delays, to the different antennas (see Figure 6.8). Thus cyclic-
delay diversity is applicable to block-based transmission schemes such as OFDM
and DFTS-OFDM.

In case of OFDM transmission, a cyclic shift of the time-domain signal corresponds
to a frequency-dependent phase shift before OFDM modulation, as illustrated
in Figure 6.8b. Similar to delay diversity, this will create artificial frequency
selectivity as seen by the receiver.
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Figure 6.9 WCDMA Space–Time Transmit Diversity (STTD).

Also similar to delay diversity, CDD can straightforwardly be extended to more
than two transmit antennas with different cyclic shifts for each antenna.

6.4.1.3 Diversity by means of space–time coding
Space-time coding is a general term used to indicate multi-antenna transmis-
sion schemes where modulation symbols are mapped in the time and spatial
(transmit-antenna) domain to capture the diversity offered by the multiple trans-
mit antennas. Two-antenna space–time block coding (STBC), more specifically
a scheme referred to as Space–Time Transmit Diversity (STTD), has been part of
the 3G WCDMA standard already from its first release [94].

As shown in Figure 6.9, STTD operates on pairs of modulation symbols. The
modulation symbols are directly transmitted on the first antenna. However, on
the second antenna the order of the modulation symbols within a pair is reversed.
Furthermore, the modulation symbols are sign-reversed and complex-conjugated
as illustrated in Figure 6.9.

In vector notation STTD transmission can be expressed as

r =
(

r2n

r∗
2n+1

)
=

(
h1 −h2

h∗
2 h∗

1

)
·
(

s2n

s∗
2n+1

)
= H · s (6.7)

where r2n and r2n+1 are the received symbols during the symbol intervals 2n and
2n + 1, respectively.3 It should be noted that this expression assumes that the
channel coefficients h1 and h2 are constant over the time corresponding to two
consecutive symbol intervals, an assumption that is typically valid. As the matrix
H is a scaled unitary matrix, the sent symbols s2n and s2n+1 can be recovered
from the received symbols r2n and r2n+1, without any interference between the
symbols, by applying the matrix W = H−1 to the vector r.

3 Note that, for convenience, complex-conjugates have been applied for the second elements of r and s.
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Figure 6.10 Space–Frequency Transmit Diversity assuming two transmit antennas.

The two-antenna space–time coding of Figure 6.9 can be said to be of rate one,
implying that the input symbol rate is the same as the symbol rate at each antenna,
corresponding to a bandwidth utilization of one. Space–time coding can also be
extended to more than two antennas. However, in case of complex-valued mod-
ulation, such as QPSK or 16/64QAM, space–time codes of rate one without any
inter-symbol interference (orthogonal space–time codes) only exist for two anten-
nas [74]. If inter-symbol interference is to be avoided in case of more than two
antennas, space–time codes with rate less than one must be used, corresponding
to reduced bandwidth utilization.

6.4.1.4 Diversity by means of space–frequency coding
Space–frequency block coding (SFBC) is similar to space–time block coding,
with the difference that the encoding is carried out in the antenna/frequency
domains rather than in the antenna/time domains. Thus, space-frequency cod-
ing is applicable to OFDM and other ‘frequency-domain’ transmission schemes.
The space–frequency equivalence to STTD (which could be referred to as Space–
Frequency Transmit Diversity, SFTD) is illustrated in Figure 6.10. As can be
seen, the block of (frequency-domain) modulation symbols a0, a1, a2, a3, . . . is
directly mapped to OFDM carriers of the first antenna, while the block of sym
bols −a∗

1, a∗
0, −a∗

3, a∗
2, . . . is mapped to the corresponding subcarriers of the second

antenna.

Similar to space–time coding, the drawback of space–frequency coding is that
there is no straightforward extension to more than two antennas unless a rate
reduction is acceptable.

Comparing Figure 6.10 with the right-hand side of Figure 6.8, it can be noted that
the difference between SFBC and two-antenna cyclic-delay diversity in essence
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Figure 6.11 Classical beam-forming with high mutual antennas correlation: (a) antenna
configuration and (b) beam-structure.

lies in how the block of frequency-domain modulation symbols are mapped to the
second antenna. The benefits of SFBC compared to CDD is that SFBC provides
diversity on modulation-symbol level while CDD, in case of OFDM, must rely
on channel coding in combination with frequency-domain interleaving to provide
diversity.

6.4.2 Transmitter-side beam-forming

If some knowledge of the downlink channels of the different transmit antennas,
more specifically some knowledge of the relative channel phases, is available
at the transmitter side, multiple transmit antennas can, in addition to diversity,
also provide beam-forming, that is the shaping of the overall antenna beam in
the direction of a target receiver. In general, such beam-forming can increase the
signal-strength at the receiver with up to a factor NT , i.e. in proportion to the
number of transmit antennas. When discussing transmission schemes relying on
multiple transmit antennas to provide beam-forming one can distinguish between
the cases of high and low mutual antenna correlation, respectively.

High mutual antenna correlation typically implies an antenna configuration with
a small inter-antenna distance as illustrated in Figure 6.11a. In this case, the
channels between the different antennas and a specific receiver are essentially the
same, including the same radio-channel fading, except for a direction-dependent
phase difference. The overall transmission beam can then be steered in different
directions by applying different phase shifts to the signals to be transmitted on the
different antennas, as illustrated in Figure 6.11b.

This approach to transmitter side beam-forming, with different phase shifts applied
to highly correlated antennas, is sometimes referred to as ‘classical’ beam-forming.
Due to the small antenna distance, the overall transmission beam will be rela-
tively wide and any adjustments of the beam direction, in practice adjustments of
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Figure 6.12 Pre-coder-based beam-forming in case of low mutual antenna correlation.

the antenna phase shifts, will typically be carried out on a relatively slow basis.
The adjustments could, for example, be based on estimates of the direction to the
target mobile terminal derived from uplink measurements. Furthermore, due to the
assumption of high correlation between the different transmit antennas, classical
beam-forming cannot provide any diversity against radio-channel fading but only
an increase of the received signal strength.

Low mutual antenna correlation typically implies either a sufficiently large antenna
distance, as illustrated in Figure 6.12, or different antenna polarization directions.
With low mutual antenna correlation, the basic beam-forming principle is similar
to that of Figure 6.11, that is the signals to be transmitted on the different antennas
are multiplied by different complex weights. However, in contrast to classical
beam-forming, the antenna weights should now take general complex values, i.e.
both the phase and the amplitude of the signals to be transmitted on the different
antennas can be adjusted. This reflects the fact that, due to the low mutual antenna
correlation, both the phase and the instantaneous gain of the channels of each
antenna may differ.

Applying different complex weights to the signals to be transmitted on the different
antennas can be expressed, in vector notation, as applying a pre-coding vector v
to the signal to be transmitted according to

s =
⎛
⎜⎝

s1
...

sNT

⎞
⎟⎠ =

⎛
⎜⎝

v1
...

vNT

⎞
⎟⎠ · s = v · s (6.8)

It should be noted that classical beam-forming according to Figure 6.11 can also
be described according to (6.8), that is as transmit-antenna pre-coding, with the
constraint that the antenna weights are limited to unit-gain and only provide phase
shifts to the different transmit antennas.

Assuming that the signals transmitted from the different antennas are only subject
to non-frequency-selective fading and white noise, that is there is no radio-channel
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time dispersion, it can be shown [37] that, in order to maximize the received signal
power, the pre-coding weights should be selected according to

vi = h∗
i√∑NT

k=1|hk|2
(6.9)

that is as the complex conjugate of the corresponding channel coefficient hi and
with a normalization to ensure a fixed overall transmit power. The pre-coding
vector thus:

• Phase rotates the transmitted signals to compensate for the instantaneous
channel phase and ensure that the received signals are received phase aligned.

• Allocates power to the different antennas with, in general, more power being
allocated to antennas with good instantaneous channel conditions (high channel
gain |hi|).

• Ensures an overall unit (or any other constant) transmit power.

A key difference between classical beam-forming according to Figure 6.11, assum-
ing high mutual antenna correlation and beam-forming according to Figure 6.12,
assuming low mutual antenna correlation, is that, in the later case, there is a need
for more detailed channel knowledge, including estimates of the instantaneous
channel fading. Updates to the pre-coding vector are thus typically done on a
relatively short time scale to capture the fading variations. As the adjustment of
the pre-coder weights takes into account also the instantaneous fading, including
the instantaneous channel gain, fast beam-forming according to Figure 6.12 also
provides diversity against radio-channel fading.

Furthermore, at least in case of communication based on Frequency Division
Duplex (FDD), with uplink and downlink communication taking place in different
frequency bands, the fading is typically uncorrelated between the downlink and
uplink. Thus, in case of FDD, only the mobile terminal can determine the downlink
fading. The mobile terminal would then report an estimate of the downlink channel
to the base station by means of uplink signaling. Alternatively, the mobile terminal
may, in itself, select a suitable pre-coding vector from a limited set of possible
pre-coding vectors, the so-called pre-coder code-book, and report this to the base
station.

On the other hand, in case of Time Division Duplex (TDD), with uplink and
downlink communication taking place in the same frequency band but in separate
non-overlapping time slots, there is typically a high fading correlation between
the downlink and uplink. In this case, the base station could, at least in theory,
determine the instantaneous downlink fading from measurements on the uplink,
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Figure 6.13 Per-subcarrier pre-coding in case of OFDM (two transmit antennas).

thus avoiding the need for any feedback. Note however that this assumes that the
mobile terminal is continuously transmitting on the uplink.

The above discussion assumed that the channel gain was constant in the frequency-
domain, that is there were no radio-channel frequency selectivity. In case of a
frequency-selective channel there is obviously not a single channel coefficient per
antennas based on which the antennas weights can be selected according to (6.9).
However, in case of OFDM transmission, each subcarrier will typically experience
a frequency-non-selective channel. Thus, in case of OFDM transmission, the pre-
coding of Figure 6.12 can be carried out on a per-subcarrier basis as outlined in
Figure 6.13, where the pre-coding weights of each subcarrier should be selected
according to (6.9).

It should be pointed out that in case of single-carrier transmission, such as
WCDMA, the one-weight-per-antenna approach outlined in Figure 6.12 can
be extended to take into account also a time-dispersive/frequency-selective
channel [77].

6.5 Spatial multiplexing

The use of multiple antennas at both the transmitter and the receiver can simply
be seen as a tool to further improve the signal-to-noise/interference ratio and/or
achieve additional diversity against fading, compared to the use of only multi-
ple receive antennas or multiple transmit antennas. However, in case of multiple
antennas at both the transmitter and the receiver there is also the possibility
for so-called spatial multiplexing, allowing for more efficient utilization of high
signal-to-noise/interference ratios and significantly higher data rates over the radio
interface.
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6.5.1 Basic principles

It should be clear from the previous sections that multiple antennas at the receiver
and the transmitter can be used to improve the receiver signal-to-noise ratio in
proportion to the number of antennas by applying beam-forming at the receiver
and the transmitter. In the general case of NT transmit antennas and NR receive
antennas, the receiver signal-to-noise ratio can be made to increase in propor-
tion to the product NT × NR. As discussed in Chapter 3, such an increase in the
receiver signal-to-noise ratio allows for a corresponding increase in the achievable
data rates, assuming that the data rates are power limited rather than bandwidth
limited. However, once the bandwidth-limited range-of-operation is reached, the
achievable data rates start to saturate unless the bandwidth is also allowed to
increase.

One way to understand this saturation in achievable data rates is to consider the
basic expression for the normalized channel capacity

C

BW
= log2

(
1 + S

N

)
(6.10)

where, by means of beam-forming, the signal-to-noise ratio S/N can be made
to grow proportionally to NT × NR. In general, log2(1 + x) is proportional to x
for small x, implying that, for low signal-to-noise ratios, the capacity grows
approximately proportionally to the signal-to-noise ratio. However, for larger
x, log2(1 + x) ≈ log2(x), implying that, for larger signal-to-noise ratios, capacity
grows only logarithmically with the signal-to-noise ratio.

However, in the case of multiple antennas at the transmitter and the receiver it
is, under certain conditions, possible to create up to NL = min{NT , NR} parallel
‘channels’ each with NL times lower signal-to-noise ratio (the signal power is
‘split’ between the channels), i.e. with a channel capacity

C

BW
= log2

(
1 + NR

NL
· S

N

)
(6.11)

As there are now NL parallel channels, each with a channel capacity given by
(6.11), the overall channel capacity for such a multi-antenna configuration is thus
given by

C

BW
= NL · log2

(
1 + NR

NL
· S

N

)

= min{NT , NR} · log2

(
1 + NR

min{NT , NR} · S

N

)
(6.12)
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Figure 6.14 2 × 2-antenna configuration.

Thus, under certain conditions, the channel capacity can be made to grow
essentially linearly with the number of antennas, avoiding the saturation in
the data rates. We will refer to this as Spatial Multiplexing. The term MIMO
(Multiple-Input/Multiple-Output) antenna processing is also very often used,
although the term strictly speaking refers to all cases of multiple transmit antennas
and multiple receive antennas, including also the case of combined transmit and
receive diversity.4

To understand the basic principles how multiple parallel channels can be created
in case of multiple antennas at the transmitter and the receiver, consider a 2 × 2
antenna configuration, that is two transmit antennas and two receive antennas,
as outlined in Figure 6.14. Furthermore, assume that the transmitted signals are
only subject to non-frequency-selective fading and white noise, i.e. there is no
radio-channel time dispersion.

Based on Figure 6.14, the received signals can be expressed as

r =
(

r1

r2

)
=

(
h1,1 h1,2

h2,1 h2,2

)
·
(

s1

s2

)
+

(
n1

n2

)
= H · s + n (6.13)

where H is the 2 × 2 channel matrix. This expression can be seen as a general-
ization of (6.2) in Section 6.3 to multiple transmit antennas with different signals
being transmitted from the different antennas.

Assuming no noise and that the channel matrix H is invertible, the vector s, and
thus both signals s1 and s2, can be perfectly recovered at the receiver, with no

4 The case of a single transmit antenna and multiple receive antennas is, consequently, often referred to as SIMO
(Single-Input/Multiple-Output). Similarly, the case of multiple transmit antennas and a single receiver antenna
can be referred to as MISO (Multiple-Input/Single-Output).
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Figure 6.15 Linear reception/demodulation of spatially multiplexed signals.

residual interference between the signals, by multiplying the received vector r
with a matrix W = H−1 (see also Figure 6.15).

(
ŝ1

ŝ2

)
= W · r =

(
s1

s2

)
+ H−1 · n (6.14)

This is illustrated in Figure 6.15.

Although the vector s can be perfectly recovered in case of no noise, as long as the
channel matrix H is invertible, (6.14) also indicates that the properties of H will
determine to what extent the joint demodulation of the two signals will increase the
noise level. More specifically, the closer the channel matrix is to being a singular
matrix the larger the increase in the noise level.

One way to interpret the matrix W is to realize that the signals transmitted from
the two transmit antennas are two signals causing interference to each other. The
two receive antennas can then be used to carry out IRC, in essence completely
suppressing the interference from the signal transmitted on the second antenna
when detecting the signal transmitted at the first antenna and vice versa. The rows
of the receiver matrix W simply implement such IRC.

In the general case, a multiple-antenna configuration will consist of NT transmit
antennas and NR receive antennas. As discussed above, in such a case, the num-
ber of parallel signals that can be spatially multiplexed is, at least in practice,
upper limited by NL = min{NT , NR}. This can intuitively be understood from the
fact that:

• Obviously no more than NT different signals can be transmitted from NT

transmit antennas, implying a maximum of NT spatially multiplexed signals.
• With NR receive antennas, a maximum of NR − 1 interfering signals can be

suppressed, implying a maximum of NR spatially multiplexed signals.
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Figure 6.16 Pre-coder-based spatial multiplexing.

However, in many cases, the number of spatially multiplexed signals, or the order
of the spatial multiplexing, will be less than NL given above:

• In case of very bad channel conditions (low signal-to-noise ratio) there is no
gain of spatial multiplexing as the channel capacity is anyway a linear function
of the signal-to-noise ratio. In such a case, the multiple transmit and receive
antennas should be used for beam-forming to improve the signal-to-noise ratio,
rather than for spatial multiplexing.

• In more general case, the spatial-multiplexing order should be determined based
on the properties of the size NR × NT channel matrix. Any excess antennas
should then be used to provide beam-forming. Such combined beam-forming
and spatial multiplexing can be achieved by means of pre-coder-based spatial
multiplexing, as discussed below.

6.5.2 Pre-coder-based spatial multiplexing

Linear pre-coding in case of spatial multiplexing implies that linear processing by
means of a size NT × NL pre-coding matrix is applied at the transmitter side as
illustrated in Figure 6.16. In line with the discussion above, in the general case NL

is equal or smaller than NT , implying that NL signal are spatially multiplexed and
transmitted using NT transmit antennas.

It should be noted that pre-coder-based spatial multiplexing can be seen as a
generalization of pre-coder-based beam-forming as described in Section 6.4.2
with the pre-coding vector of size NT × 1 replaced by a pre-coding matrix of
size NT × NL.

The pre-coding of Figure 6.16 can serve two purposes:

• In the case when the number of signals to be spatially multiplexed equals the
number of transmit antennas (NL = NT ), the pre-coding can be used to ‘orthog-
onalize’ the parallel transmissions, allowing for improved signal isolation at
the receiver side.
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Figure 6.17 Orthogonalization of spatially multiplexed signals by means of pre-coding. λi,i is the
ith eigenvalue of the matrix HH H.

• In the case when the number signals to be spatially multiplexed is less than the
number of transmit antennas (NL < NT ), the pre-coding in addition provides the
mapping of the NL spatially multiplexed signals to the NT transmit antennas
including the combination of spatially multiplexing and beam-forming.

To confirm that pre-coding can improve the isolation between the spatially
multiplexed signals, express the channel matrix H as its singular-value
decomposition [36]

H = W · 
 · VH (6.15)

where the columns of V and W each form an orthonormal set and 
 is an NL × NL

diagonal matrix with the NL strongest eigenvalues of HHH as its diagonal elements.
By applying the matrix V as pre-coding matrix at the transmitter side and the matrix
WH at the receiver side, one arrive at an equivalent channel matrix H ′ = 
 (see
Figure 6.17). As H ′ is a diagonal matrix there is thus no interference between the
spatially multiplexed signals at the receiver. At the same time, as both V and W
have orthonormal columns, the transmit power as well as the demodulator noise
level (assuming spatially white noise) are unchanged.

Clearly, in case of pre-coding each received signal will have a certain ‘quality,’
depending on the eigenvalues of the channel matrix (see right part of Figure 6.17).
This indicates potential benefits of applying dynamic link adaptation in the spa-
tial domain, that is the adaptive selection of the coding rates and/or modulation
schemes for each signal to be transmitted.

As the pre-coding matrix will never perfectly match the channel matrix in practice,
there will always be some residual interference between the spatially multiplexed
signals. This interference can be taken care of by means of additional receiver-size
linear processing according to Figure 6.15 or non-linear processing as discussed
in Section 6.5.3 below.
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Figure 6.18 Single-codeword transmission (a) vs. multi-codeword transmission (b).

To determine the pre-coding matrix V , knowledge about the channel matrix H is
obviously needed. Similar to pre-coder-based beam-forming, a common approach
is to have the receiver estimate the channel and decide on a suitable pre-coding
matrix from a set of available pre-coding matrices (the pre-coder code-book).
The receiver then feedback information about the selected pre-coding matrix to
the transmitter.

6.5.3 Non-linear receiver processing

The previous sections discussed the use of linear receiver processing to jointly
recover spatially multiplexed signals. However, improved demodulation perfor-
mance can be achieved if non-linear receiver processing can be applied in case of
spatial multiplexing.

The ‘optimal’ receiver approach for spatially multiplexed signals is to apply
Maximum-Likelihood (ML) detection [25]. However, in many cases ML detec-
tion is too complex to use. Thus, several different proposals have been made for
reduced complexity almost ML schemes (see, e.g. [39]).

Another non-linear approach to the demodulation of spatially multiplexed signals
is to apply Successive Interference Cancellation (SIC) [71]. Successive Interfer-
ence Cancellation is based on an assumption that the spatially multiplexed signals
are separately coded before the spatial multiplexing. This is often referred to as
Multi-Codeword transmission, in contrast to Single-Codeword transmission where
the spatially multiplexed signals are assumed to be jointly coded (Figure 6.18). It
should be understood that, also in the case of multi-codeword transmission, the
data may originate from the same source but then de-multiplexed into different
signals to be spatially multiplexed before channel coding.

As shown in Figure 6.19, in case of successive interference cancellation the receiver
first demodulates and decodes one of the spatially multiplexed signals. The cor-
responding decoded data is then, if correctly decoded, re-encoded and subtracted
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Figure 6.19 Demodulation/decoding of spatially multiplexed signals based on Successive Inter-
ference Cancellation.

from the received signals. A second spatially multiplexed signal can then be
demodulated and decoded without, at least in the ideal case, any interference
from the first signal, that is with an improved signal-to-interference ratio. The
decoded data of the second signal is then, if correctly decoded, re-encoded and
subtracted from the received signal before decoding of a third signal. These iter-
ations continue until all spatially multiplexed signals have been demodulated and
decoded.

Clearly, in case of Successive Interference Cancellation, the first signals to be
decoded are subject to higher interference level, compared to later decoded signals.
To work properly, there should thus be a differentiation in the robustness of the
different signals with, at least in principle, the first signal to be decoded being more
robust than the second signal, the second signal being more robust than the third
signal, etc. Assuming multi-codeword transmission according to Figure 6.18b,
this can be achieved by applying different modulation schemes and coding rates
to the different signals with, typically, lower-order modulation and lower coding
rate, implying a lower data rate, for the first signals to be decoded. This is often
referred to as Per-Antenna Rate Control (PARC) [53].
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Scheduling, link adaptation

and hybrid ARQ

One key characteristic of mobile radio communication is the typically rapid and
significant variations in the instantaneous channel conditions. There are several
reasons for these variations. Frequency-selective fading will result in rapid and ran-
dom variations in the channel attenuation. Shadow fading and distance-dependent
path loss will also affect the average received signal strength significantly. Finally,
the interference at the receiver due to transmissions in other cells and by other ter-
minals will also impact the interference level. Hence, to summarize, there will
be rapid, and to some extent random, variations in the experienced quality of
each radio link in a cell, variations that must be taken into account and preferably
exploited.

In this chapter, some of the techniques for handling variations in the instantaneous
radio-link quality will be discussed. Channel-dependent scheduling in a mobile-
communication system deals with the question of how to share, between different
users (different mobile terminals), the radio resource(s) available in the system
to achieve as efficient resource utilization as possible. Typically, this implies to
minimize the amount of resources needed per user and thus allow for as many
users as possible in the system, while still satisfying whatever quality-of-service
requirements that may exist. Closely related to scheduling is link adaptation,
which deals with how to set the transmission parameters of a radio link to handle
variations of the radio-link quality.

Both channel-dependent scheduling and link adaptation tries to exploit the channel
variations through appropriate processing prior to transmission of the data. How-
ever, due to the random nature of the variations in the radio-link quality, perfect
adaptation to the instantaneous radio-link quality is never possible. Hybrid ARQ,
which requests retransmission of erroneously received data packets, is therefore
useful. This can be seen as a mechanism for handling variations in the instantaneous
radio-link quality after transmission and nicely complements channel-dependent

107
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scheduling and link adaptation. Hybrid ARQ also serves the purpose of handling
random errors due to, for example, noise in the receiver.

7.1 Link adaptation: Power and rate control

Historically, dynamic transmit-power control has been used in CDMA-based
mobile-communication systems such as WCDMA and cdma2000 to compensate
for variations in the instantaneous channel conditions. As the name suggests,
dynamic power control dynamically adjusts the radio-link transmit power to com-
pensate for variations and differences in the instantaneous channel conditions.
The aim of these adjustments is to maintain a (near) constant Eb/N0 at the receiver
to successfully transmit data without a too high error probability. In principle,
transmit-power control increases the power at the transmitter when the radio link
experiences poor radio conditions (and vice versa). Thus, the transmit power is in
essence inversely proportional to the channel quality as illustrated in Figure 7.1(a).
This results in a basically constant data rate, regardless of the channel variations.
For services such as circuit-switched voice, this is a desirable property. Transmit-
power control can be seen as one type of link adaptation, that is the adjustment of
transmission parameters, in this case the transmit power, to adapt to differences
and variations in the instantaneous channel conditions to maintain the received
Eb/N0 at a desired level.

However, in many cases of mobile communication, especially in case of packet-
data traffic, there is not a strong need to provide a certain constant data rate over
a radio link. Rather, from a user perspective, the data rate provided over the
radio interface should simply be as ‘high as possible.’ Actually, even in case of
typical ‘constant-rate’ services such as voice and video, (short-term) variations
in the data rate are often not an issue, as long as the average data rate remains
constant, assuming averaging over some relatively short time interval. In such
cases, that is when a constant data rate is not required, an alternative to transmit-
power control is link adaptation by means of dynamic rate control. Rate control
does not aim at keeping the instantaneous radio-link data rate constant, regardless
of the instantaneous channel conditions. Instead, with rate control, the data rate
is dynamically adjusted to compensate for the varying channel conditions. In
situations with advantageous channel conditions, the data rate is increased and
vice versa. Thus, rate control maintains the Eb/N0 ∼ P/R at the desired level, not
by adjusting the transmission power P, but rather by adjusting the data rate R. This
is illustrated in Figure 7.1(b).

It can be shown that rate control is more efficient than power control [11, 28].
Rate control in principle implies that the power amplifier is always transmitting
at full power and therefore efficiently utilized. Power control, on the other hand,
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Figure 7.1 (a) power control and (b) rate control.

results in the power amplifier in most situations not being efficiently utilized as
the transmission power is less than its maximum.

In practice, the radio-link data rate is controlled by adjusting the modulation
scheme and/or the channel coding rate. In case of advantageous radio-link condi-
tions, the Eb/N0 at the receiver is high and the main limitation of the data rate is the
bandwidth of the radio link. Hence, in such situations higher-order modulation,
for example 16QAM or 64QAM, together with a high code rate is appropriate as
discussed in Chapter 3. Similarly, in case of poor radio-link conditions, QPSK and
low-rate coding is used. For this reason, link adaptation by means of rate control
is sometimes also referred to as Adaptive Modulation and Coding (AMC).

7.2 Channel-dependent scheduling

Scheduling controls the allocation of the shared resources among the users at each
time instant. It is closely related to link adaptation and often scheduling and link
adaptation is seen as one joint function. The scheduling principles, as well as
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which resources that are shared between users, differ depending on the radio-
interface characteristics, for example, whether uplink or downlink is considered
and whether different users’ transmissions are mutually orthogonal or not.

7.2.1 Downlink scheduling

In the downlink, transmissions to different mobile terminals within a cell are typi-
cally mutually orthogonal, implying that, at least in theory, there is no interference
between the transmissions (no intra-cell interference). Downlink intra-cell orthog-
onality can be achieved in time domain, Time Division Multiplexing (TDM); in
the frequency domain, Frequency-Domain Multiplexing (FDM); or in the code
domain, Code Domain Multiplexing (CDM). In addition, the spatial domain can
also be used to separate users, at least in a quasi-orthogonal way, through dif-
ferent antenna arrangements. This is sometimes referred to as Spatial Division
Multiplexing (SDM), although it in most cases is used in combination with one
or several of the above multiplexing strategies and not discussed further in this
chapter.

For packet data, where the traffic often is very bursty, it can be shown that TDM is
preferable from a theoretical point-of-view [40, 111] and is therefore typically the
main component in the downlink [35, 62]. However, as discussed in Chapter 5,
the TDM component is often combined with sharing of the radio resource also in
the frequency domain (FDM) or in the code domain (CDM). For example, in case
of HSDPA (see Chapter 9), downlink multiplexing is a combination of TDM and
CDM. On the other hand, in case of LTE (see Part IV), downlink multiplexing is
a combination of TDM and FDM. The reasons for sharing the resources not only
in the time domain will be elaborated further upon later in this section.

When transmissions to multiple users occur in parallel, either by using FDM or
CDM, there is also an instantaneous sharing of the total available cell transmit
power. In other words, not only the time/frequency/code resources are shared
resources, but also the power resource in the base station. In contrast, in case of
sharing only in the time domain there is, per definition, only a single transmission
at a time and thus no instantaneous sharing of the total available cell transmit power.

For the purpose of discussion, assume initially a TDM-based downlink with a
single user being scheduled at a time. In this case, the utilization of the radio
resources is maximized if, at each time instant, all resources are assigned to the
user with the best instantaneous channel condition:

• In case of link adaptation based on power control, this implies that the lowest
possible transmit power can be used for a given data rate and thus minimizes
the interference to transmissions in other cells for a given link utilization.
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Figure 7.2 Channel-dependent scheduling.

• In case of link adaptation based on rate control, this implies that the highest
data rate is achieved for a given transmit power, or, in other words, for a given
interference to other cells, the highest link utilization is achieved.

However, if applied to the downlink, transmit-power control in combination with
TDM scheduling implies that the total available cell transmit power will, in most
cases, not be fully utilized. Thus, rate control is generally preferred [11, 40, 51, 62].

The strategy outlined above is an example of channel-dependent scheduling, where
the scheduler takes the instantaneous radio-link conditions into account. Schedul-
ing the user with the instantaneously best radio link conditions is often referred
to as max-C/I (or maximum rate) scheduling. Since the radio conditions for the
different radiolink within a cell typically vary independently, at each point in time
there is almost always a radio link whose channel quality is near its peak (see
Figure 7.2). Thus, the channel eventually used for transmission will typically have
a high quality and, with rate control, a correspondingly high data rate can be used.
This translates into a high system capacity. The gain obtained by transmitting
to users with favorable radio-link conditions is commonly known as multi-user
diversity; the gains are larger, the larger the channel variations and the larger the
number of users in a cell. Hence, in contrast to the traditional view that fast fading,
that is rapid variations in the radio-link quality, is an undesirable effect that has to
be combated, with the possibility for channel-dependent scheduling fading is in
fact potentially beneficial and should be exploited.

Mathematically, the max-C/I (maximum rate) scheduler can be expressed as
scheduling user k given by

k = arg max
i

Ri
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Figure 7.3 Example of three different scheduling behaviors for two users with different average
channel quality: (a) max C/I, (b) round robin and (c) proportional fair. The selected user is shown
with bold lines.

where Ri is the instantaneous data rate for user i. Although, from a system capacity
perspective, max-C/I scheduling is beneficial, this scheduling principle will not be
fair in all situations. If all mobile terminals are, on average, experiencing similar
channel conditions and large variations in the instantaneous channel conditions are
only due to, for example, fast multi-path fading, all users will experience the same
average data rate. Any variations in the instantaneous data rate are rapid and often
not even noticeable by the user. However, in practice different mobile terminals
will experience also differences in the (short-term) average channel conditions, for
example, due to differences in the distance and shadow fading between the base
station and the mobile terminal. In this case, the channel conditions experienced by
one mobile terminal may, for a relatively long time, be worse than the channel con-
ditions experienced by other mobile terminals. A pure max-C/I-scheduling strategy
may then, in essence, ‘starve’ the mobile terminal with the bad channel conditions,
and the mobile terminal with bad channel conditions will never be scheduled. This
is illustrated in Figure 7.3a where a max-C/I scheduler is used to schedule between
two different users with different average channel quality. Virtually all the time
the same user is scheduled. Although resulting in the highest system capacity, this
situation is often not acceptable from a quality-of-service point-of-view.

An alternative to the max-C/I scheduling strategy is so-called round-robin schedul-
ing, illustrated in Figure 7.3b. This scheduling strategy let the users take turns in
using the shared resources, without taking the instantaneous channel conditions
into account. Round-robin scheduling can be seen as fair scheduling in the sense
that the same amount of radio resources (the same amount of time) is given to
each communication link. However, round-robin scheduling is not fair in the
sense of providing the same service quality to all communication links. In that
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case more radio resources (more time) must be given to communication links with
bad channel conditions. Furthermore, as round-robin scheduling does not take the
instantaneous channel conditions into account in the scheduling process it will
lead to lower overall system performance but more equal service quality between
different communication links, compared to max-C/I scheduling.

Thus what is needed is a scheduling strategy that is able to utilize the fast channel
variations to improve the overall cell throughput while still ensuring the same
average user throughput for all users or at least a certain minimum user throughput
for all users. When discussing and comparing different scheduling algorithms it is
important to distinguish between different types of variations in the service quality:

• Fast variations in the service quality corresponding to, for example, fast multi-
path fading and fast variations in the interference level. For many packet-data
applications, relatively large short-term variations in service quality are often
acceptable or not even noticeable to the user.

• More long-term differences in the service quality between different communi-
cation links corresponding to, for example, differences in the distance to the cell
site and shadow fading. In many cases there is a need to limit such long-term
differences in service quality.

A practical scheduler should thus operate somewhere in-between the max-C/I
scheduler and the round-robin scheduler, that is try to utilize fast variations in chan-
nel conditions as much as possible while still satisfying some degree of fairness
between users.

One example of such a scheduler is the proportional-fair scheduler [33, 34, 119],
illustrated in Figure 7.3c. In this strategy, the shared resources are assigned to the
user with the relatively best radio-link conditions, that is, at each time instant user
k is selected for transmission according to

k = arg max
i

Ri

Ri

where Ri is the instantaneous data rate for user i and Ri is the average data rate for
user i. The average is calculated over a certain averaging period TPF . To ensure
efficient usage of the short-term channel variations and, at the same time, limit the
long-term differences in service quality to an acceptable level, the time constant
TPF should be set longer than the time constant for the short-term variations. At
the same time TPF should be sufficiently short so that quality variations within the
interval TPF are not strongly noticed by a user. Typically, TPF can be set to be in
the order of one second.
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In the above discussion, it was assumed that all the radio resources in the downlink
were assigned to a single user at a time, that is scheduling were done purely in
the time domain using TDM between users. However, in several situations, TDM
is complemented by CDM or FDM. In principle, there are two reasons for not
relying solely on TDM in the downlink:

• In case of insufficient payload, that is the amount of data to transfer to a user
is not sufficiently large to utilize the full channel capacity, and a fraction of
resources could be assigned to another user, either through FDM or CDM.

• In case channel variations in the frequency domain are exploited through FDM
as discussed further below.

The scheduling strategies in these cases can be seen as generalizations of the
schemes discussed for the TDM-only cases above. For example, to handle small
payloads, a greedy filling approach can be used, where the scheduled user is
selected according to max-C/I (or any other scheduling scheme). Once this user
has been assigned resources matching the amount of data awaiting transmission,
the second best user according to the scheduling strategy is selected and assigned
(a fraction of) the residual resources and so on.

Finally, it should also be noted that the scheduling algorithm typically is a
base-station-implementation issue and nothing that is normally specified in any
standard. What needs to be specified in a standard to support channel-dependent
scheduling is channel-quality measurements/reports and the signaling needed for
dynamic resource allocation.

7.2.2 Uplink scheduling

The previous section discussed scheduling from a downlink perspective. However,
scheduling is equally applicable to uplink transmissions and to a large extent the
same principles can be reused although there are some differences between the two.

Fundamentally, the uplink power resource is distributed among the users, while
in the downlink the power resource is centralized within the base station. Further-
more, the maximum uplink transmission power of a single terminal is typically
significantly lower than the output power of a base station. This has a significant
impact on the scheduling strategy. Unlike the downlink, where pure TDMA often
can be used, uplink scheduling typically has to rely on sharing in the frequency
and/or code domain in addition to the time domain as a single terminal may not
have sufficient power for efficiently utilizing the link capacity.

Channel-dependent scheduling is, similar to the downlink case, beneficial also
in the uplink case. However, the characteristics of the underlying radio interface,
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most notably whether the uplink relies on orthogonal or non-orthogonal multiple
access and the type of link adaptation scheme used, also have a significant impact
on the uplink scheduling strategy.

In case of a non-orthogonal multiple-access scheme such as CDMA, power control
is typically essential for proper operation. As discussed earlier in this chap-
ter, the purpose of power control is to control the received Eb/N0 such that the
received information can be recovered. However, in a non-orthogonal multiple-
access setting, power control also serves the purpose of controlling the amount
of interference affecting other users. This can be expressed as the maximum tol-
erable interference level at the base station is a shared resource. Even if it, from
a single user’s perspective, would be beneficial to transmit at full power to max-
imize the data rate, this may not be acceptable from an interference perspective
as other terminals in this case may not be able to successfully transfer any data.
Thus, with non-orthogonal multiple access, scheduling a terminal when the chan-
nel conditions are favorable may not directly translate into a higher data rate as
the interference generated to other simultaneously transmitting terminals in the
cell must be taken into account. Stated differently, the received power (and thus
the data rate) is, thanks to power control, in principle constant, regardless of
the channel conditions at the time of transmission, while the transmitted power
depends on the channel conditions at the time of transmission. Hence, even though
channel-dependent scheduling in this example does not give a direct gain in terms
of a higher data rate from the terminal, channel-dependent scheduling will still
provide a gain for the system in terms of lower intra-cell interference.

The above discussion on non-orthogonal multiple access was simplified in the
sense that no bounds on the terminals transmission power were assumed. In
practice, the transmission power of a terminal is upper-bounded, both due to
implementation and regulatory reasons, and scheduling a terminal for transmis-
sion in favorable channel conditions decreases the probability that the terminal
has insufficient power to utilize the channel capacity.

In case of orthogonal multiple-access scheme, intra-cell power control is fun-
damentally not necessary and the benefits with channel-dependent scheduling
become more similar to the downlink case. In principle, from an intra-cell per-
spective, a terminal can transmit at full power and the scheduler assigns a suitable
part of the orthogonal resources (in practice a suitable part of the overall band-
width) to the terminal for transmission. The remaining orthogonal resources can be
assigned to other users. However, implementation constraints, for example leakage
between the received signals or limited dynamic range in the receiver circuitry,
may pose restrictions on the maximum tolerable power difference between the
signals from simultaneously transmitting terminals. As a consequence, a certain
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degree of power control may be necessary, making the situation somewhat similar
to the non-orthogonal case.

The discussion on non-orthogonal and orthogonal multiple access mainly con-
sidered intra-cell multiple access. However, in many practical systems universal
frequency reuse between cells is used. In this case, the inter-cell multiple access is
non-orthogonal, regardless of the intra-cell multiple access, which sets limits on
the allowable transmission power from a terminal.

Regardless of whether orthogonal or non-orthogonal multiple access is used, the
same basic scheduling principles as for the downlink can be used. A max-C/I
scheduler would assign all the uplink resources to the terminal with the best uplink
channel conditions. Neglecting any power limitations in the terminal, this would
result in the highest capacity (in an isolated cell) [40].

In case of a non-orthogonal multiple-access scheme, greedy filling is one possible
scheduling strategy [51]. With greedy filling, the terminal with the best radio
conditions is assigned as high data rate as possible. If the interference level at the
receiver is smaller than the maximum tolerable level, the terminal with the second
best channel conditions is allowed to transmit as well, continuing with more and
more terminals until the maximum tolerable interference level at the receiver is
reached. This strategy maximizes the air interface utilization but is achieved at the
cost of potentially large differences in data rates between users. In the extreme
case, a user at the cell border with poor channel conditions may not be allowed to
transmit at all.

Strategies between greedy filling and max-C/I can also be envisioned, for example
different proportional-fair strategies. This can be achieved by including a weight-
ing factor for each user, proportional to the ratio between the instantaneous and
average data rates, into the greedy filling algorithm.

The schedulers above all assume knowledge of the instantaneous radio-link con-
ditions; knowledge that can be hard to obtain in the uplink scenario as discussed in
Section 7.2.4 below. In situations when no information about the uplink radio-link
quality is available at the scheduler, round-robin scheduling can be used. Similar
to the downlink, round-robin implies terminals taking turns in transmitting, thus
creating a TDMA-like operation with inter-user orthogonality in the time domain.
Although the round-robin scheduler is simple, it is far from the optimal scheduling
strategy.

However, as already discussed in Chapter 5, the transmission power in a terminal is
limited and therefore additional sharing of the uplink resources in frequency and/or
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code domain is required. This also impacts the scheduling decisions. For example,
terminals far from the base station typically operate in the power-limited region,
in contrast to terminals close to the base stations which often are in the bandwidth-
limited region (for a discussion on power-limited vs. bandwidth-limited operation,
see Chapter 3). Thus, for a terminal far from the base station, increasing the
bandwidth will not result in an increased data rate and it is better to only assign a
small amount of the bandwidth to this terminal and assign the remaining bandwidth
to other terminals. On the other hand, for terminals close to the base station, an
increase in the assigned bandwidth will provide a higher data rate.

7.2.3 Link adaptation and channel-dependent scheduling in
the frequency domain

In the previous section, TDM-based scheduling was assumed and it was explained
how, in this case, channel variations in the time domain could be utilized to improve
system performance by applying channel-dependent scheduling, especially in
combination with dynamic rate control. However, if the scheduler has access
to the frequency domain, for example through the use of OFDM transmission,
scheduling and link adaptation can also take place in the frequency domain.

Link adaptation in the frequency domain implies that, based on knowledge
about the instantaneous channel conditions also in the frequency domain, that is
knowledge about the attenuation as well as the noise/interference level of, in the
extreme case, every OFDM subcarrier, the power and/or the data rate of each
OFDM carrier can be individually adjusted for optimal utilization.

Similarly, channel-dependent scheduling in the frequency domain implies that,
based on knowledge about the instantaneous channel conditions also in the
frequency domain, different subcarriers are used for transmission to or from
different mobile terminals. The scheduling gains from exploiting variations in
the frequency-domain are similar to those obtained from time-domain variations.
Obviously, in situations where the channel quality varies significantly with the fre-
quency while the channel quality only varies slowly with time, channel-dependent
scheduling in the frequency domain can enhance system capacity. An example of
such a situation is a wideband indoor system with low mobility, where the quality
only varies slowly with time.

7.2.4 Acquiring on channel-state information

To select a suitable data rate, in practice a suitable modulation scheme and
channel-coding rate, the transmitter needs information about the radio-link channel
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conditions. Such information is also required for the purpose of channel-dependent
scheduling. In case of a system based on frequency-division duplex (FDD), only
the receiver can accurately estimate the radio-link channel conditions.

For the downlink, most systems provide a downlink signal of a predetermined
structure, known as the downlink pilot or the downlink reference signal. This
reference signal is transmitted from the base station with a constant power and can
be used by the mobile terminal to estimate the instantaneous downlink channel
conditions. Information about the instantaneous downlink conditions can then be
reported to the base station.

Basically, what is relevant for the transmitter is an estimate reflecting the channel
conditions at the time of transmission. Hence, in principle, the terminal could
apply a predictor, trying to predict the future channel conditions and report this
predicted value to the base station. However, as this would require specification
of prediction algorithms and how they would operate when the terminal is moving
at different speeds, most practical systems simply report the measured channel
conditions to the base station. This can be seen as a very simple predictor, basically
assuming the conditions in the near future will be similar to the current conditions.
Thus, the more rapid the time-domain channel variations are, the less efficient link
adaptation is.

As there inevitably will be a delay between the point in time when the terminal
measured the channel conditions and the application of the reported value in the
transmitter, channel-dependent scheduling and link adaptation typically operates
at its best at low terminal mobility. If the terminal starts to move at a high speed,
the measurement reports will be outdated once reported to the base station. In
such cases, it is often preferable to perform link adaptation on the long-term
average channel quality and rely on hybrid ARQ with soft combining for the rapid
adaptation.

For the uplink, estimation of the uplink channel conditions is not as straightforward
as there is typically not any reference signal transmitted with constant power from
each mobile terminal. Discussions on how to estimate uplink channel conditions
is provided in Chapter 10 for HSPA and Chapter 16 for LTE.

In case of a system with time-division duplex (TDD) where uplink and downlink
communication are time multiplexed within the same frequency band, the uplink
signal attenuation could be estimated from downlink measurements of the mobile
terminal, due to the reciprocity of also the multi-path fading in case of TDD.
However, it should then be noted that this may not provide full knowledge of the
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downlink channel conditions. As an example, the interference situations at the
mobile terminal and the base station are different also in case of TDD.

7.2.5 Traffic behavior and scheduling

It should be noted that there is little difference between different scheduling algo-
rithms at low system load, that is when only one or, in some cases, a few users
have data waiting for transmission at the base station at each scheduling instant.
The differences between different scheduling algorithms are primarily visible at
high load. However, not only the load, but also the traffic behavior affects the
overall scheduling performance.

As discussed above, channel-dependent scheduling tries to exploit short-term vari-
ations in radio quality. Generally speaking, a certain degree of long-term fairness
in service quality is desirable, which should be accounted for in the scheduler
design. However, since system throughput decreases the more fairness is enforced,
a trade-off between fairness and system throughput is necessary. In this trade-off,
it is important to take traffic characteristics into account as they have a significant
influence on the trade-off between system throughput and service quality.

To illustrate this, consider three different downlink schedulers:

1. Round-robin (RR) scheduler, where channel conditions are not taken into
account.

2. Proportional-fair (PF) scheduler, where short-term channel variations are
exploited while maintaining the long-term average user data rate.

3. Max-C/I scheduler, where the user with the best instantaneous channel quality
in absolute terms is scheduled.

For a full buffer scenario when there is always data available at the base station
for all terminals in the cell, a max-C/I scheduler will result in no, or a very low,
user throughput for users at the cell edge with a low average channel quality. The
reason is the fundamental strategy of the max-C/I scheduler – all resources are
allocated for transmission to the terminal whose channel conditions support the
highest data rate. Only in the rare, not to say unlikely, case of a cell-edge user
having better conditions than a cell-center user, for example due to a deep fading
dip for the cell-center user, will the cell-edge user be scheduled. A proportional-fair
scheduler, on the other hand, will ensure some degree of fairness by selecting the
user supporting the highest data rate relative to its average data rate. Hence, users
tend to be scheduled on their fading peaks, regardless of the absolute quality. Thus,
also users on the cell edge will be scheduled, thereby resulting in (some degree
of) fairness between users.
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Figure 7.4 Illustration of the principle behavior of different scheduling strategies: (a) for full
buffers and (b) for web browsing traffic model.

For a scenario with bursty packet data, the situation is different. In this case, the
users’ buffers will be finite and in many cases also empty. For example, a web
page has a certain size and after transmitting the page, there is no more data to
be transmitted to the terminal in question until the users requests a new page by
clicking on a link. In this case, a max-C/I scheduler can still provide a certain
degree of fairness. Once the buffer for the user with the highest C/I has been
emptied, another user with non-empty buffers will have the highest C/I and be
scheduled and so on. This is the reason for the difference between full buffer and
web-browsing traffic illustrated in Figure 7.4. The proportional-fair scheduler has
similar performance in both scenarios.

Clearly, the degree of fairness introduced by the traffic properties depends heavily
on the actual traffic; a design made with certain assumptions may be less desirable
in an actual network where the traffic pattern may be different from the assumptions
made during the design. Therefore, relying solely on the traffic properties for
fairness is not a good strategy, but the discussion above emphasizes the need to
not only design the scheduler for the full buffer case.

7.3 Advanced retransmission schemes

Transmissions over wireless channels are subject to errors, for example due to
variations in the received signal quality. To some degree, such variations can
be counteracted through link adaptation as discussed above. However, receiver
noise and unpredictable interference variations cannot be counteracted. Therefore,
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virtually all wireless communications systems employ some form of Forward
Error Correction (FEC), tracing its roots to the pioneering work by Claude
Shannon in 1948 [70]. There is a rich literature in the area of error-correcting cod-
ing, see for example [42, 66] and the references therein, and a detailed description
is beyond the scope of this book. In short, the basic principle beyond forward
error-correcting coding is to introduce redundancy in the transmitted signal. This
is achieved by adding parity bits to the information bits prior to transmission
(alternatively, the transmission could consists of parity bits alone, depending on
the coding scheme used). The parity bits are computed from the information bits
using a method given by the coding structure used. Thus, the number of bits trans-
mitted over the channel is larger then the number of original information bits and
a certain amount of redundancy has been introduced in the transmitted signal.

Another approach to handle transmissions errors is to use Automatic Repeat
Request (ARQ). In an ARQ scheme, the receiver uses an error-detecting code,
typically a Cyclic Redundancy Check (CRC), to detect if the received packet is in
error or not. If no error is detected in the received data packet, the received data is
declared error-free and the transmitter is notified by sending a positive acknowl-
edgment (ACK). On the other hand, if an error is detected, the receiver discards
the received data and notifies the transmitter via a return channel by sending a neg-
ative acknowledgment (NAK). In response to a NAK, the transmitter retransmits
the same information.

Virtually all modern communication systems, including WCDMA and cdma2000,
employ a combination of forward error-correcting coding and ARQ, a combination
known as hybrid ARQ. Hybrid ARQ uses forward error correcting codes to correct
a subset of all errors and rely on error detection to detect uncorrectable errors. Erro-
neously received packets are discarded and the receiver requests retransmissions
of corrupted packets. Thus, it is a combination of FEC and ARQ as described
above. Hybrid ARQ was first proposed in [120] and numerous publications on
hybrid ARQ have appeared since, see [42] and references therein. Most practi-
cal hybrid ARQ schemes are built around a CRC code for error detection and
convolutional or Turbo codes for error correction, but in principle any error-
detecting and error-correcting code can be used.

7.4 Hybrid ARQ with soft combining

The hybrid ARQ operation described above discards erroneously received packets
and requests retransmission. However, despite that the packet was not possible to
decode, the received signal still contains information, which is lost by discarding
erroneously received packets. This shortcoming is addressed by hybrid ARQ with
soft combining. In hybrid ARQ with soft combining, the erroneously received
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packet is stored in a buffer memory and later combined with the retransmission
to obtain a single, combined packet which is more reliable than its constituents.
Decoding of the error-correcting code operates on the combined signal. If the
decoding fails (typically a CRC code is used to detect this event), a retransmission
is requested.

Retransmission in any hybrid ARQ scheme must, by definition, represent the same
set of information bits as the original transmission. However, the set of coded bits
transmitted in each retransmission may be selected differently as long as they
represent the same set of information bits. Hybrid ARQ with soft combining is
therefore usually categorized into Chase combining and Incremental Redundancy,
depending on whether the retransmitted bits are required to be identical to the
original transmission or not.

Chase combining, where the retransmissions consist of the same set of coded bits
as the original transmission, was first proposed in [9]. After each retransmission,
the receiver uses maximum-ratio combining to combine each received channel bit
with any previous transmissions of the same bit and the combined signal is fed to the
decoder. As each retransmission is an identical copy of the original transmission,
retransmissions with Chase combining can be seen as additional repetition coding.
Therefore, as no new redundancy is transmitted, Chase combining does not give
any additional coding gain but only increases the accumulated received Eb/N0 for
each retransmission (Figure 7.5).

Several variants of Chase combining exist. For example, only a subset of the bits
transmitted in the original transmission might be retransmitted, so-called partial
Chase combining. Furthermore, although combining is often done after demodu-
lation but before channel decoding, combining can also be done at the modulation
symbol level before demodulation, as long as the modulation scheme is unchanged
between transmission and retransmission.

With Incremental Redundancy (IR), each retransmission does not have to be iden-
tical to the original transmission. Instead, multiple sets of coded bits are generated,
each of them representing the same set of information bits [56, 114]. Whenever a
retransmission is required, the retransmission typically uses a different set of coded
bits than the previous transmission. The receiver combines the retransmission with
previous transmission attempts of the same packet. As the retransmission may con-
tain additional parity bits, not included in the previous transmission attempts, the
resulting code rate is generally lowered by a retransmission. Furthermore, each
retransmission does not necessarily have to consist of the same number of coded
bits as the original and, in general, also the modulation scheme can be different
for different retransmissions. Hence, incremental redundancy can be seen as a
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Figure 7.5 Example of Chase combining.
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Figure 7.6 Example of incremental redundancy.

generalization of Chase combining or, stated differently, Chase combining is a
special case of incremental redundancy.

Typically, incremental redundancy is based on a low-rate code and the different
redundancy versions are generated by puncturing the output of the encoder. In
the first transmission only a limited number of the coded bits are transmitted,
effectively leading to a high-rate code. In the retransmissions, additional coded
bits are transmitted. As an example, assume a basic rate-1/4 code. In the first
transmission, only every third coded bit is transmitted, effectively giving a rate-
3/4 code as illustrated in Figure 7.6. In case of a decoding error and a subsequent
request for a retransmission, additional bits are transmitted, effectively leading
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to a rate-3/8 code. After a second retransmission the code rate is 1/4. In case of
more than two retransmissions, already transmitted coded bits would be repeated.
In addition to a gain in accumulated received Eb/N0, incremental redundancy
also results in a coding gain for each retransmission. The gain with IR compared
to Chase is larger for high initial code rates while at lower initial coding rates,
Chase combining is almost as good as IR [10]. Furthermore, as shown in [27], the
performance gain of incremental redundancy compared to Chase combining can
also depend on the relative power difference between the transmission attempts.

With incremental redundancy, the code used for the first transmission should
provide good performance not only when used alone, but also when used in
combination with the code for the second transmission. The same holds for sub-
sequent retransmissions. Thus, as the different redundancy versions typically are
generated through puncturing of a low-rate mother code, the puncturing patterns
should be defined such that all the code bits used by a high-rate code should also
be part of any lower-rate codes. In other words, the resulting code rate Ri after
transmission attempt i, consisting of the coded bits from redundancy versions RVk ,
k = 1, . . . , i, should have similar performance as a good code designed directly for
rate Ri. Examples of this for convolutional codes are the so-called rate-compatible
convolutional codes [30].

In the discussion so far, it has been assumed that the receiver has received all
the previously transmitted redundancy versions. If all redundancy versions pro-
vide the same amount of information about the data packet, the order of the
redundancy versions are not critical. However, for some code structures, not all
redundancy versions are of equal importance. One example hereof is Turbo codes,
where the systematic bits are of higher importance than the parity bits. Hence,
the initial transmission should at least include all the systematic bits and some
parity bits. In the retransmission(s), parity bits not part of the initial transmis-
sion can be included. However, if the initial transmission was received with poor
quality or not at all, a retransmission with only parity bits is not appropriate as
a retransmission of (some of) the systematic bits provides better performance.
Incremental redundancy with Turbo codes can therefore benefit from multiple
levels of feedback, for example by using two different negative acknowledg-
ments – NAK to request additional parity bits and LOST to request a retransmission
of the systematic bits. In general, the problem of determining the amount of
systematic and parity bits in a retransmission based on the signal quality of previous
transmission attempts is non-trivial.

Hybrid ARQ with soft combining, regardless of whether Chase or incremental
redundancy is used, leads to an implicit reduction of the data rate by means of
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retransmissions and can thus be seen as implicit link adaptation. However, in con-
trast to link adaptation based on explicit estimates of the instantaneous channel
conditions, hybrid ARQ with soft combining implicitly adjusts the coding rate
based on the result of the decoding. In terms of overall throughput this kind of
implicit link adaptation can be superior to explicit link adaptation as additional
redundancy is only added when needed, that is when previous higher-rate trans-
missions were not possible to decode correctly. Furthermore, as it does not try to
predict any channel variations, it works equally well, regardless of the speed of
which the terminal is moving. Since implicit link adaptation can provide a gain in
system throughput, a valid question is why explicit link adaptation at all is nec-
essary. One major reason for having explicit link adaptation is the reduced delay.
Although relying on implicit link adaptation alone is sufficient from a system
throughput perspective, the end-user service quality may not be acceptable from
a delay perspective.
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8
WCDMA evolution: HSPA

and MBMS

The first step in the evolution of WCDMA radio access is the introduction of High-
Speed Downlink Packet Access (HSDPA) in Release 5 of the 3GPP/WCDMA
specifications. Although packet-data communication is supported already in the
first release of the WCDMA standard, HSDPA brings further enhancements to
the provisioning of packet-data services in WCDMA, both in terms of system
and end-user performance. The downlink packet-data enhancements of HSDPA
are complemented by Enhanced Uplink, introduced in Release 6 of the 3GPP/
WCDMA specifications. HSDPA and Enhanced Uplink are often jointly referred
to as High-Speed Packet Access (HSPA).

As discussed in Chapter 2, important requirements for cellular systems providing
packet-data services are high data rates and low delays while, as at the same time,
maintaining good coverage and providing high capacity. To achieve this, HSPA
introduces several of the basic techniques described in Part II into WCDMA,
such as higher order modulation, fast (channel-dependent) scheduling and rate
control, and fast hybrid ARQ with soft combining. Altogether, HSPA provides
downlink and uplink data rates up to approximately 14 and 5.7 Mbit/s, respectively,
and significantly reduced round trip times and improved capacity, compared to
Release 99.

3GPP Release 6 also brings efficient support for broadcast services into WCDMA
through the introduction of Multimedia Broadcast Multicast Services (MBMS),
suitable for applications like mobile TV. With MBMS, multiple terminals may
receive the same broadcast transmission instead of the network transmitting the
same information individually to each of the users. Naturally, this will lead to
an improvement in the resource utilization when several users in a cell receive
the same content. As a consequence of the broadcast transmission, user-specific
adaptation of the transmission parameters cannot be used and diversity as a mean

129
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to maintain good coverage is important. For MBMS, macro-diversity through
multi-cell reception is employed for this purpose.

The evolution of the WCDMA radio access continues and will continue also in the
future. For example, 3GPP Release 7 introduces several new features. MIMO is
a tool to further improve capacity and especially the HSPA peak data rates. Con-
tinuous Packet Connectivity aims at providing an ‘always-on’ service perception
terminals.

In parallel to enhancements of the radio-access specifications, there is an ongoing
effort in advanced receiver structures. These improvements, which can provide
a significant gain in both system and end-user performance, are to a large extent
implementation specific, although the receiver-performance requirements as such
are subject to standardization.

As a summary, the evolution of WCDMA is illustrated in Figure 8.1.

In the following chapters, the evolution of WCDMA is discussed. Chapter 9 pro-
vides a description of HSDPA, including how several of the basic technologies from
Part II have been incorporated in the WCDMA radio access. A similar description
for Enhanced Uplink is provided in Chapter 10. MBMS is described in Chapter 11.
Finally, Chapter 12 describes Release 7 features such as MIMO, Continuous Packet
Connectivity, and advanced receivers, representing the evolution of HSPA. The
chapters have a similar structure. The first part of each chapter provides a high-level
overview of the respective feature. This can be used to get a quick understanding
of how HSPA and MBMS work and can to a large extent be read on its own.
The overview is followed by a description on how the key technologies have been
integrated into WCDMA and why certain solutions were chosen. Finally, at the
end of the chapter, additional details are provided.

•  MBMS – Multimedia Broadcast
   Multicast Services
         –  Introduction of (improved)
             broadcast services (‘Mobile TV’)

•  HSDPA – improved downlink 
   packet-data support
        –  Reduced delays
        –  14 Mbit/s peak data rate
        –  ~3 � R99 capacity

•  Enhanced Uplink – improved
   uplink packet-data support
           –  Reduced delays
           –  5.74 Mbit/s peak data rate
           –  ~2 � R99 capacity 
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HSPAHSPAWCDMAWCDMA HSPA evolutionHSPA evolution

•  MIMO and higher-order modulation
            –   28 Mbit/s DL peak data rate
            –   11 Mbit/s UL peak data rate
•  Continuous Packet Connectivity
            –  ‘Always on’ user experience

Figure 8.1 WCDMA evolution.
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The remainder of this chapter contains an overview of the first release of WCDMA.
The intention is to provide the reader with an understanding of the foundation upon
which HSPA and MBMS are built. The reader already familiar with WCDMA may
want to skip the remainder of this chapter.

8.1 WCDMA: brief overview

This section provides a brief overview of WCDMA Release 99 to serve as a back-
ground to the subsequent sections. As a thorough walk through of WCDMA is a
topic of its own and beyond the scope of this book, the reader is referred to other
books and articles [4, 14, 121] for a detailed description. WCDMA is a versatile
and highly flexible radio interface that can be configured to meet the requirements
from a large number of services, but the focus for the description below is the func-
tionality commonly used to support packet-data transmissions. The main purpose
is to provide a brief background to WCDMA to put the enhancements described
later on into a perspective.

8.1.1 Overall architecture

WCDMA is based on a hierarchical architecture [103] with the different nodes
and interfaces as illustrated in Figure 8.2. A terminal, also referred to as User
Equipment (UE) in 3GPP terminology, communicates with one (or several)
NodeBs. In the WCDMA architecture, the term NodeB refers to a logical node,
responsible for physical-layer processing such as error-correcting coding, modu-
lation and spreading, as well as conversion from baseband to the radio-frequency
signal transmitted from the antenna. A NodeB is handling transmission and recep-
tion in one or several cells. Three-sector sites are common, where each NodeB
is handling transmissions in three cells, although other arrangements of the cells
belonging to one NodeB can be thought of, for example, a large number of indoor
cell or several cells along a highway belonging to the same NodeB. Thus, a base
station is a possible implementation of a NodeB.

The Radio Network Controller (RNC) controls multiple NodeBs. The number
of NodeBs connected to one RNC varies depending on the implementation and
deployment, but up to a few hundred NodeBs per RNC is not uncommon. The
RNC is, among other things, in charge of call setup, quality-of-service handling,
and management of the radio resources in the cells for which it is responsible. The
ARQ protocol, handling retransmissions of erroneous data, is also located in the
RNC. Thus, in Release 99, most of the ‘intelligence’ in the radio-access network
resides in the RNC, while the NodeBs mainly acts as modems.

Finally, the RNCs are connected to the Internet and the traditional wired telephony
network through the core network.
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Figure 8.2 WCDMA radio-access network architecture.

Most modern communication systems structure the processing into different layers
and WCDMA is no exception. The layered approach is beneficial as it provides
a certain structure to the overall processing where each layer is responsible for a
specific part of the radio-access functionality. The different protocol layers used
in WCDMA are illustrated in Figure 8.3 and briefly described [98].

User data from the core network, for example in the form of IP packets, are
first processed by the Packet Data Convergence Protocol (PDCP) which performs
(optional) header compression. IP packets have a relatively large header, 40 bytes
for IPv4 and 60 bytes for IPv6, and to save radio-interface resources, header
compression is beneficial.



Ch08-P372533.tex 11/5/2007 19: 21 Page 133

WCDMA evolution: HSPA and MBMS 133

RLC
RLC

RLC

PDCP
PDCP

PDCP

MAC

RLC

RLC
RLC

RLC
RLC

Physical Layer

C
on

tr
ol

C
on

tr
ol

M
ea

su
re

m
en

ts

Transport channels

Logical channels

User planeControl plane

Layer 1

Layer 2 MAC

Layer 2 RLC

Layer 3

Radio
access bearers

Signaling
channels

RNC

NodeB

To core network

PDCP

RRC

Figure 8.3 WCDMA protocol architecture.

The Radio Link Protocol (RLC) is, among other things, responsible for segmenta-
tion of the IP packets into smaller units known as RLC Protocol Data Units (RLC
PDUs). At the receiving end, the RLC performs the corresponding reassembly of
the received segments. The RLC also handles the ARQ protocol. For packet-data
services, error-free delivery of data is often essential and the RLC can therefore
be configured to request retransmissions of erroneous RLC PDUs in this case.
For each incorrectly received PDU, the RLC requests a retransmission. The need
for a retransmission is indicated by the RLC entity at the receiving end to its peer
RLC entity at the transmitting end by means of status reports.

The Medium Access Control (MAC) layer offers services to the RLC in the form
of so-called Logical Channels. The MAC layer can multiplex data from multiple
logical channels. It is also responsible for determining the Transport Format of
the data sent to the next layer, the physical layer. In essence, the transport format
is the instantaneous data rate used over the radio link and is better understood
once the interface between the MAC and physical layer has been described. This
interface is specified through so-called Transport Channels over which data in
the form of transport blocks are transferred. There are several transport channels
defined in WCDMA; for an overview of those and the allowed mappings of logical
channels to transport channels, the reader is referred to [98].

In each Transmission Time Interval (TTI) one or several transport blocks are fed
from the MAC layer to the physical layer, which performs coding, interleaving,
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multiplexing, spreading, etc., prior to data transmission. Thus, for WCDMA, the
TTI is the time which the interleaver spans and the time it takes to transmit the
transport block over the radio interface. A larger TTI implies better time diversity,
but also a longer delay. In the first release, WCDMA relies on TTI lengths of 10,
20, 40, and 80 ms. As will be seen later, HSPA introduces additional 2 ms TTI to
reduce the latency.

To support different data rates, the MAC can vary the transport format between
consecutive TTIs. The transport format consists of several parameters describing
how the data shall be transmitted in a TTI. By varying the transport-block size
and/or the number of transport blocks, different data rates can be realized.

At the bottom of the protocol stack is the physical layer. The physical layer is
responsible for operations such as coding, spreading and data modulation, as well
as modulation of the radio-frequency carrier.

PDCP, RLC, MAC, and physical layer, are configured by the Radio Resource
Control (RRC) protocol. RRC performs admission control, handover decisions,
and active set management for soft handover. By setting the parameters of the
RLC, MAC, and physical layers properly, the RRC can provide the necessary
quality-of-service requested by the core network for a certain service.

On the network side, the MAC, RLC and RRC entities in Release 99 are all located
in the RNC while the physical layer is mainly located in the NodeB. The same
entities also exist in the UE. For example, the MAC in the UE is responsible
for selecting the transport format for uplink transmissions from a set of formats
configured by the network. However, the handling of the radio resources in the
cell is controlled by the RRC entity in the network and the UE obeys the RRC
decisions taken in the network.

8.1.2 Physical layer

The basis for the physical layer of WCDMA is spreading of the data to be
transmitted to the chip rate, which equals 3.84 Mchip/s. It is also responsible for
coding, transport-channel multiplexing, and modulation of the radio-frequency
carrier. A simplified illustration of the physical layer processing is provided in
Figure 8.4.

To each transport block to be transmitted, the transmitter physical layer adds
a Cyclic Redundancy Check (CRC) for the purpose of error detection. If the
receiver detects an error, the RLC protocol in the receiver is informed and requests
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Figure 8.4 Simplified view of physical layer processing in WCDMA.

a retransmission. After CRC attachment, the data is encoded using a rate-1/3
Turbo coder (convolutional coding is also supported by WCDMA, but typically
not used for packet-data services). Rate matching by means of puncturing or
repetition of the coded bits is used to fine-tune the code rate and multiple coded and
interleaved transport channels can be multiplexed together, forming a single stream
of bits to be spread to the chip rate and subsequently modulated. For the downlink,
QPSK modulation is used, while the uplink uses BPSK. The resulting stream of
modulation symbols is mapped to a physical channel and subsequently digital-
to-analog converted and modulated onto a radio-frequency carrier. In principle,
each physical channel corresponds to a unique spreading code, used to separate
transmissions to/from different users.

The spreading operation actually consists of two steps: spreading to the chip rate
by using orthogonal channelization codes with a length equal to the symbol time
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Figure 8.5 Channelization codes.

followed by scrambling using non-orthogonal scrambling sequences with a length
equal to the 10 ms radio frame.

The channelization codes are so-called Orthogonal Variable Spreading Factor
(OVSF) codes, defined by the tree structure in Figure 8.5. A key property of
the OVSF codes is the mutual orthogonality between data streams spread with
different OVSF codes, even if the data rate, and therefore the spreading factors,
are different. This holds as long as the different OVSF codes are selected from
different branches of the channelization code tree and transmitted with the same
timing. By selecting different spreading factors, physical channels with different
data rates can be provided.

In the downlink, data to a certain user, including the necessary control infor-
mation, is carried on one QPSK-modulated Dedicated Physical Channel (DPCH)
corresponding to one OVSF code. By varying the spreading factor, different DPCH
symbol rates can be provided. The spreading factor is determined by the trans-
port format selected by the MAC layer. There is also a possibility to use multiple
physical channels to a single user for the highest data rates.

Some downlink channelization codes are pre-allocated for specific purposes. One
of the most important is the code used for reference signal transmission, in
WCDMA known as the Common Pilot Channel (CPICH). The CPICH contains
known data and is used as a reference for downlink channel estimation by all
UEs in the cell. There is also a pre-allocated control channel carrying cell-specific
control information.

Since physical channels are separated by OVSF codes, transmissions on differ-
ent physical channels are orthogonal and will not interfere with each other. The
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WCDMA downlink is therefore often said to be orthogonal. However, at the
receiver side, orthogonality will partly be lost in case of a frequency-selective
channel. As discussed in Chapter 5, this will cause signal corruption to the
received signal and result in interference between different codes used for downlink
transmission. Such signal corruption can be counteracted by an equalizer.

WCDMA supports asynchronous operation, where transmissions from different
cells are not time synchronized. To separate different cells, the scrambling is
cell specific in the downlink. A terminal receiving transmissions from one cell
will therefore be interfered by transmissions in neighboring cells as the scram-
bling sequences are non-orthogonal. This interference will be suppressed by the
terminal receiver with a factor proportional to the processing gain (the process-
ing gain is given by the spreading factor divided by the code rate after rate
matching).

In the uplink, data is carried on a BPSK-modulated Dedicated Physical Data Chan-
nel (DPDCH). Similar to the downlink, different data rates are realized by using
different spreading factors for the DPDCH. Coherent demodulation is used also in
the uplink, which requires a channel estimate. Unlike the downlink, where a com-
mon pilot signal is used, uplink transmissions originate from different locations.
Therefore, a common pilot cannot be used and each user must have a separate pilot
signal. This is carried on the Dedicated Physical Control Channel, DPCCH. The
DPCCH also carries information about the transport format of the data transmitted
on the DPDCH. This information is required by the physical layer in the NodeB
for proper demodulation.

User-specific scrambling is used in the WCDMA uplink and the channelization
codes are only used to separate different physical channels from the same terminal.
The same set of channelization codes can therefore be used by multiple UEs. As
the transmissions from different terminals are not time synchronized, separation
of different terminals by the use of OVSF codes is not possible. Hence, the uplink
is said to be non-orthogonal and different users’ transmissions will interfere with
each other.

The fact that the uplink is non-orthogonal implies that fast closed-loop power con-
trol is an essential feature of WCDMA. With fast closed-loop power control, the
NodeB measures the received signal-to-interference ratio (SIR) on the DPCCH
received from each terminal and 1500 times per second commands the terminals
to adjust its transmission power accordingly. The target of the power control is
to ensure that the received SIR of the DPCCH is at an appropriate level for each
user. Note that the required SIR depends on the data rate. This SIR target may
very well be different for different users. If the SIR is below the target, that is
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too low for proper demodulation, the NodeB commands the UE to increase its
transmission power. Similarly, if the received SIR is above the target and unneces-
sarily high, the UE is instructed to lower its transmission power. If power control
would not be present, the inter-user interference could cause the transmissions
from some users to be non-decodable. This is often referred to as the near-far
problem – transmissions from users near the base station will be received at a signif-
icantly higher power level than transmissions from users far from the base station,
making demodulation of far users impossible unless (closed-loop) power control
is used.

Fast closed-loop power control is used in the downlink as well, although not pri-
marily motivated by the near-far problem as the downlink is orthogonal. However,
it is still useful to combat the fast fading by varying the transmission power; when
the channel conditions are favorable, less transmission power is used and vice
versa. This typically results in a lower average transmitted power than for the cor-
responding non-power-controlled case, thereby reducing the average (inter-cell)
interference and improving the system capacity.

Soft handover, or macro diversity as it is also called, is a key feature of WCDMA.
It implies that a terminal is communicating with multiple cells, in the general case
with multiple NodeBs, simultaneously, and is mainly used for terminals close to
the cell border to improve performance. The set of cells the UE is communicating
with is known as the active set. The cells that are part of the active set is determined
by the RNC based on measurements from the UE.

In the downlink, soft handover implies that data to a UE is transmitted simul-
taneously from multiple cells. This provides diversity against fast fading – the
likelihood that the instantaneous channel conditions from all cells simultaneously
are disadvantageous is lower the larger the number of cells in the active set.

Uplink soft handover implies the transmission from the UE is received in multiple
cells. The cells can often belong to different NodeBs. Reception of data at multiple
locations is fundamentally beneficial as it provides diversity against fast fading.
In case the cells receiving the uplink transmission are located in the same NodeB,
combining of the received signals occurs in the physical-layer receiver. Typically,
a RAKE receiver is used for this purpose, although other receiver structures are
also possible. However, if the cells belong to different NodeBs, combining can-
not take place in the RAKE receiver. Instead, each NodeB tries to decode the
received signal and forwards correctly received data units to the RNC. As long
as at least one NodeB received the data correctly, the transmission is successful
and the RNC can discard any duplicates in the case multiple NodeBs correctly
received the transmission and only forward one copy of each correctly received



Ch08-P372533.tex 11/5/2007 19: 21 Page 139

WCDMA evolution: HSPA and MBMS 139

data unit.1 Missing data units in case none of the NodeBs received a correct copy
of the data unit can be detected by the RLC protocol and a retransmission can be
requested. Soft handover is one of the main reasons why the RLC is located in the
RNC and not in the NodeB.

In addition to reception at multiple cells, uplink soft handover also implies power
control from multiple cells. As it is sufficient if the transmission is received in
one cell, the UE lowers its transmission power if the power control mechanism in
at least one of the cells commands the UE to do so. Only if all the cells request
the terminal to increase its transmission power is the power increased. This mech-
anism, known as or-of-the-downs, ensures the average transmission power to be
kept as low as possible. Due to the non-orthogonal property of the uplink, any
reduction in average interference directly translates into an increased capacity.

8.1.3 Resource handling and packet-data session

With the above discussion in mind, a typical packet-data session in the first
release of WCDMA can be briefly outlined. At call setup, when a connection
is established between a UE and the radio-access network, the RNC checks the
amount of resources the UE needs during the session.

In the downlink, the resources in principle consist of channelization codes and
transmission power. Since the RNC is responsible for allocation of resources,
it knows the fraction of the channelization code tree not reserved for any user.
Measurements in the NodeB provide the RNC with information about the average
amount of available transmission power.

In the uplink, thanks to its non-orthogonal nature, there is no channelization code
limitation. Instead, the resource consists of the amount of additional interference
the cell can tolerate. To quantify this, the term noise rise or rise-over-thermal is
often used when discussing uplink operation. Noise rise, defined as (I0 + N0)/N0,
where I0 and N0 are the power spectral densities due to uplink transmissions and
background noise, respectively, is a measure of the increase in interference in the
cell due to the transmission activity. For example, 0 dB noise rise indicates an
unloaded system (no interference from other users) and 3 dB noise rise implies
a power spectral density due to uplink transmission equal to the noise spectral
density. Although noise rise as such is not of major interest, it has a close relation
to coverage and uplink load. A large noise rise would result in loss of coverage of
some channels – a terminal may not have sufficient transmission power available to

1 Formally, the selection and duplicate removal mechanisms in case of inter-NodeB macro diversity are part of
the physical layer. Hence, the physical layer spans both the NodeB and the RNC.
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reach the required Eb/N0 at the base station. Therefore, the radio resource control
in the RNC must keep the noise rise within certain limits. The NodeB provides
uplink measurements which enables the RNC to estimate the uplink load.

Provided there are sufficient resources in both uplink and downlink, the RNC
admits the UE into the cell and configures a dedicated (physical) channel in each
direction. Several parameters are configured, one of them being the set of transport
formats the MAC layer in the UE and the RNC are allowed to select from for uplink
and downlink transmissions, respectively. Hence, the RNC reserves resources
corresponding to the highest data rate the UE may transmit with during the call.
In the downlink, a fraction of the code tree need to be reserved corresponding to
the smallest spreading factor that may be required during the session. Similarly,
in the uplink, the RNC must ensure that the maximum interference in the cell is
not exceeded even if the UE transmits at its highest data rate.

During the packet-data call, the data rate of the transmission may vary, depend-
ing on the traffic pattern. As a consequence, the transmission power will vary
depending on the instantaneous data rate. However, the amount of the code tree
allocated for a certain user in the downlink remains constant throughout the packet
call (unless the parameters are reconfigured). Furthermore, as downlink transport
format selection is located in the RNC, it is not aware of the instantaneous power
consumption in the NodeB. The RRC must therefore use a certain margin when
admitting users into the system to ensure that sufficient transmission power is
available for any transport format the MAC may select. Similarly, in the uplink,
the RRC can only observe the average uplink interference and must therefore have
sufficient margins to handle the case of all UEs suddenly selecting the transport
format corresponding to the highest data rate and therefore the highest transmis-
sion power. In other words, the amount of resources reserved for a user is fairly
static during the period of the packet call. This is suitable for services with a
relatively constant data rate, for example voice services or interactive video trans-
mission, but, as will be seen in the subsequent chapters significant enhancements
are possible for packet-data services with rapidly varying resource requirements.
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High-Speed Downlink

Packet Access

The introduction of High-Speed Downlink Packet Access, (HSDPA), implies a
major extension of the WCDMA radio interface, enhancing the WCDMA down-
link packet-data performance and capabilities in terms of higher peak data rate,
reduced latency and increased capacity. This is achieved through the introduction
of several of the techniques described in Part II, including higher-order modulation,
rate control, channel-dependent scheduling, and hybrid ARQ with soft combining.
The HSDPA specifications are found in [100] and the references therein.

9.1 Overview

9.1.1 Shared-channel transmission

A key characteristic of HSDPA is the use of Shared-Channel Transmission. Shared-
channel transmission implies that a certain fraction of the total downlink radio
resources available within a cell, channelization codes and transmission power
in case of WCDMA, is seen as a common resource that is dynamically shared
between users, primarily in the time domain. The use of shared-channel transmis-
sion, in WCDMA implemented through the High-Speed Downlink Shared Channel
(HS-DSCH) as described below, enables the possibility to rapidly allocate a large
fraction of the downlink resources for transmission of data to a specific user. This
is suitable for packet-data applications which typically have bursty characteristics
and thus rapidly varying resource requirements.

The basic HS-DSCH code- and time- structure is illustrated in Figure 9.1. The
HS-DSCH code resource consists of a set of channelization codes of spreading
factor 16, see upper part of Figure 9.1 where the number of codes available for
HS-DSCH transmission is configurable between 1 and 15. Codes not reserved for

141
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Figure 9.1 Time-and code-domain structure for HS-DSCH.

HS-DSCH transmission are used for other purposes, for example related control
signaling, MBMS services, or circuit-switched services.

The dynamic allocation of the HS-DSCH code resource for transmission to a
specific user is done on 2 ms TTI basis, see lower part of Figure 9.1. The use of
such a short TTI for HSDPA reduces the overall delay and improves the tracking
of fast channel variations exploited by the rate control and the channel-dependent
scheduling as discussed below.

In addition to being allocated a part of the overall code resource, a certain part of
the total available cell power should also be allocated for HS-DSCH transmission.
Note that the HS-DSCH is not power controlled but rate controlled as discussed
below. This allows the remaining power, after serving other channels, to be used for
HS-DSCH transmission and enables efficient exploitation of the overall available
power resource.

9.1.2 Channel-dependent scheduling

Scheduling controls to which user the shared-channel transmission is directed at a
given time instant. The scheduler is a key element and to a large extent determines
the overall system performance, especially in a highly loaded network. In each
TTI, the scheduler decides to which user(s) the HS-DSCH should be transmitted
and, in close cooperation with the rate-control mechanism, at what data rate.
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Figure 9.2 Channel-dependent scheduling for HSDPA.

In Chapter 7, it was discussed how a significant increase in capacity can be obtained
if the radio-channel conditions are taken into account in the scheduling decision,
so-called channel-dependent scheduling. Since the radio conditions for the radio
links to different UEs within a cell typically vary independently, at each point in
time there is almost always a radio link whose channel quality is near its peak, see
Figure 9.2. As this radio link is likely to have good channel quality, a high data
rate can be used for this radio link. This translates into a high system capacity.
The gain obtained by transmitting to users with favorable radio-link conditions is
commonly known as multi-user diversity and the gains are larger, the larger the
channel variations and the larger the number of users in a cell. Thus, in contrast
to the traditional view that fast fading is an undesirable effect that has to be com-
bated, with the possibility for channel-dependent scheduling fading is potentially
beneficial and should be exploited.

Several different scheduling strategies were discussed in Chapter 7. As discussed,
a practical scheduler strategy exploits the short-term variations, for example due to
multi-path fading and fast interference variations, while maintaining some degree
of long-term fairness between the users. In principle, the larger the long-term
unfairness, the higher the cell capacity. A trade-off between fairness and capacity
is therefore required.

In addition to the channel conditions, traffic conditions are also taken into account
by the scheduler. For example, there is obviously no purpose in scheduling a user
with no data awaiting transmission, regardless of whether the channel conditions
are beneficial or not. Furthermore, some services should preferably be given higher
priority. As an example, streaming services should be ensured a relatively constant
long-term data rate while background services such as file download have less
stringent requirements on a constant long-term data rate.
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9.1.3 Rate control and higher-order modulation

In Chapter 7, rate control was discussed and, for packet-data services, shown
to be a more efficient tool for link adaptation, compared to the fast power con-
trol typically used in CDMA-based systems, especially when used together with
channel-dependent scheduling.

For HSDPA, rate control is implemented by dynamically adjusting the channel-
coding rate as well as dynamically selecting between QPSK and 16QAM
modulation. Higher-order modulation such as 16QAM allows for higher band-
width utilization than QPSK, but requires higher received Eb/N0 as described in
Chapter 3. Consequently, 16QAM is mainly useful in advantageous channel con-
ditions. The data rate is selected independently for each 2 ms TTI by the NodeB
and the rate control mechanism can therefore track rapid channel variations.

9.1.4 Hybrid ARQ with soft combining

Fast hybrid ARQ with soft combining allows the terminal to request retransmission
of erroneously received transport blocks, effectively fine-tuning the effective code
rate and compensating for errors made by the link-adaptation mechanism. The
terminal attempts to decode each transport block it receives and reports to the
NodeB its success or failure 5 ms after the reception of the transport block. This
allows for rapid retransmissions of unsuccessfully received data and significantly
reduces the delays associated with retransmissions compared to Release 99.

Soft combining implies that the terminal does not discard soft information in case
it cannot decode a transport block as in traditional hybrid-ARQ protocols, but
combines soft information from previous transmission attempts with the current
retransmission to increase the probability of successful decoding. Incremental
redundancy, IR, is used as the basis for soft combining in HSDPA, that is the
retransmissions may contain parity bits not included in the original transmission.
From Chapter 7, it is known that IR can provide significant gains when the code
rate for the initial transmission attempts is high as the additional parity bits in the
retransmission results in a lower overall code rate. Thus, IR is mainly useful in
bandwidth-limited situations, for example, when the terminal is close to the base
station and the amount of channelization codes, and not the transmission power,
limits the achievable data rate. The set of coded bits to use for the retransmission
is controlled by the NodeB, taking the available UE memory into account.

9.1.5 Architecture

From the previous discussion it is clear that the basic HSDPA techniques rely
on fast adaptation to rapid variations in the radio conditions. Therefore, these
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Figure 9.3 Illustration of the HSDPA architecture.

techniques need to be placed close to the radio interface on the network side,
that is in the NodeB. At the same time, an important design objective of HSDPA
was to retain the Release 99 functional split between layers and nodes as far as
possible. Minimization of the architectural changes is desirable as it simplifies
introduction of HSDPA in already deployed networks and also secures operation
in environments where not all cells have been upgraded with HSDPA functionality.
Therefore, HSDPA introduces a new MAC sub-layer in the NodeB, the MAC-hs,
responsible for scheduling, rate control and hybrid-ARQ protocol operation.
Hence, apart from the necessary enhancements to the RNC such as admission
control of HSDPA users, the introduction of HSDPA mainly affects the NodeB
(Figure 9.3).

Each UE using HSDPA will receive HS-DSCH transmission from one cell, the
serving cell. The serving cell is responsible for scheduling, rate control, hybrid
ARQ, and all other MAC-hs functions used by HSDPA. Uplink soft handover is
supported, in which case the uplink data transmission will be received in multiple
cells and the UE will receive power control commands from multiple cells.

Mobility from a cell suporting HSDPA to a cell that is not supporting HSDPA
is easily handled. Uninterrupted service to the user can be provided, albeit at a
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lower data rate, by using channel switching in the RNC and switch the user to
a dedicated channel in the non-HSDPA cell. Similarly, a user equipped with an
HSDPA-capable terminal may be switched from a dedicated channel to HSDPA
when the user enters a cell with HSDPA support.

9.2 Details of HSDPA

9.2.1 HS-DSCH: inclusion of features in WCDMA Release 5

The High-Speed Downlink Shared Channel (HS-DSCH), is the transport chan-
nel used to support shared-channel transmission and the other basic technologies
in HSDPA, namely channel-dependent scheduling, rate control (including higher-
order modulation), and hybrid ARQ with soft combining. As discussed in the intro-
duction and illustrated in Figure 9.1, the HS-DSCH corresponds to a set of chan-
nelization codes, each with spreading factor 16. Each such channelization code is
also known as an HS-PDSCH – High-Speed Physical Downlink Shared Channel.

In addition to HS-DSCH, there is a need for other channels as well, for example for
circuit-switched services and for control signaling. To allow for a trade-off between
the amount of code resources set aside for HS-DSCH and the amount of code
resource used for other purposes, the number of channelization codes available for
HS-DSCH can be configured, ranging from 1 to 15 codes. Codes not reserved for
HS-DSCH transmission are used for other purposes, for example related control
signaling and circuit-switched services. The first node in the code tree can never
be used for HS-DSCH transmission as this node includes mandatory physical
channels such as the common pilot.

Sharing of the HS-DSCH code resource should primarily take place in the time
domain. The reason is to fully exploit the advantages of channel-dependent
scheduling and rate control, since the quality at the terminal varies in the time
domain, but is (almost) independent of the set of codes (physical channels) used
for transmission. However, sharing of the HS-DSCH code resource in the code
domain is also supported as illustrated in Figure 9.1. With code-domain shar-
ing, two or more UEs are scheduled simultaneously by using different parts of
the common code resource (different sets of physical channels). The reasons for
code-domain sharing are twofold: support of terminals that are, for complexity
reasons, not able to despread the full set of codes, and efficient support of small
payloads when the transmitted data does not require the full set of allocated HS-
DSCH codes. In either of these cases, it is obviously a waste of resources to assign
the full code resource to a single terminal.

In addition to being allocated a part of the overall code resource, a certain part
of the total available cell power should also be used for HS-DSCH transmission.
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Figure 9.4 Dynamic power usage with HS-DSCH.

To maximize the utilization of the power resource in the base station, the remaining
power after serving other, power-controlled channels, should preferably be used
for HS-DSCH transmission as illustrated in Figure 9.4. In principle, this results
in a (more or less) constant transmission power in a cell. Since the HS-DSCH
is rate controlled as discussed below, the HS-DSCH data rate can be selected to
match the radio conditions and the amount of power instantaneously available for
HS-DSCH transmission.

To obtain rapid allocation of the shared resources, and to obtain a small end-
user delay, the TTI should be selected as small as possible. At the same time, a
too small TTI would result in excessive overhead as control signaling is required
for each transmission. For HSDPA, this trade-off resulted in the selection of a
2 ms TTI.

Downlink control signaling is necessary for the operation of HS-DSCH in each
TTI. Obviously, the identity of the UE(s) currently being scheduled must be
signaled as well as the physical resource (the channelization codes) used for
transmission to this UE. The UE also needs to be informed about the transport
format used for the transmission as well as hybrid-ARQ-related information. The
resource and transport-format information consists of the part of the code tree
used for data transmission, the modulation scheme used, and the transport-block
size. The downlink control signaling is carried on the High-Speed Shared Control
Channel (HS-SCCH), transmitted in parallel to the HS-DSCH using a separate
channelization code. The HS-SCCH is a shared channel, received by all UEs for
which an HS-DSCH is configured to find out whether the UE has been scheduled
or not.

Several HS-SCCHs can be configured in a cell, but as the HS-DSCH is shared
mainly in the time domain and only the currently scheduled terminal needs to
receive the HS-SCCH, there is typically only one or, if code-domain sharing is
supported in the cell, a few HS-SCCHs configured in each cell. However, each
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HS-DSCH-capable terminal is required to be able to monitor up to four HS-SCCHs.
Four HS-SCCH has been found to provide sufficient flexibility in the scheduling
of multiple UEs; if the number was significantly smaller the scheduler would have
been restricted in which UEs to schedule simultaneously in case of code-domain
sharing.

HSDPA transmission also requires uplink control signaling as the hybrid-ARQ
mechanism must be able to inform the NodeB whether the downlink transmission
was sucessfully received or not. For each downlink TTI in which the UE has
been scheduled, an ACK or NAK will be sent on the uplink to indicate the result
of the HS-DSCH decoding. This information is carried on the uplink High-Speed
Dedicated Physical Control Channel (HS-DPCCH). One HS-DPCCH is set up for
each UE with an HS-DSCH configured. In addition, the NodeB needs information
about the instantaneous downlink channel conditions at the UE for the purpose of
channel-dependent scheduling and rate control. Therefore, each UE also measures
the instantaneous downlink channel conditions and transmits a Channel-Quality
Indicator (CQI), on the HS-DPCCH.

In addition to HS-DSCH and HS-SCCH, an HSDPA terminal need to receive
power control commands for support of fast closed-loop power control of the
uplink in the same way as any WCDMA terminal. This can be achieved by a
downlink dedicated physical channel, DPCH, for each UE. In addition to power
control commands, this channel can also be used for user data not carried on the
HS-DSCH, for example circuit-switched services.

In Release 6, support for fractional DPCH, F-DPCH, is added to reduce the
consumption of downlink channelization codes. In principle, the only use for
a dedicated channel in the downlink is to carry power control commands to the
UE in order to adjust the uplink transmission. If all data transmissions, including
higher-layer signaling radio bearers, are mapped to the HS-DSCH, it is a waste
of scarce code resources to use a dedicated channel with spreading factor 256 per
UE for power control only. The F-DPCH resolves this by allowing multiple UEs
to share a single downlink channelization code.

To summarize, the overall channel structure with HSDPA is illustrated in
Figure 9.5.

Neither the HS-PDSCH, nor the HS-SCCH, are subject to downlink macro-
diversity or soft handover. The basic reason is the location of the HS-DSCH
scheduling in the NodeB. Hence, it is not possible to simultaneously transmit
the HS-DSCH to a single UE from multiple NodeBs, which prohibits the use of
inter-NodeB soft handover. Furthermore, it should be noted that within each cell,
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Figure 9.5 Channel structure with HSDPA.

multi-user diversity is exploited by the channel-dependent scheduler. Basically,
the scheduler only transmits to a user when the instantaneous radio conditions are
favorable and thus the additional gain from macro-diversity is reduced.

However, the uplink channels, as well as any dedicated downlink channels, can
be in soft handover. As these channels are not subject to channel-dependent
scheduling, macro-diversity provides a direct coverage benefit.

9.2.2 MAC-hs and physical-layer processing

As mentioned in the introduction, the MAC-hs is a new sub-layer located in the
NodeB and responsible for the HS-DSCH scheduling, rate control and hybrid-
ARQ protocol operation. To support these features, the physical layer has also
been enhanced with the appropriate functionality, for example support for soft
combining in the hybrid ARQ. In Figure 9.6, the MAC-hs and physical-layer
processing is illustrated.

The MAC-hs consists of scheduling, priority handling, transport-format selection
(rate control), and the protocol parts of the hybrid-ARQ mechanism. Data, in the
form of a single transport block with dynamic size, passes from the MAC-hs via
the HS-DSCH transport channel to the HS-DSCH physical-layer processing.

The HS-DSCH physical-layer processing is straightforward. A 24-bit CRC is
attached to each transport block. The CRC is used by the UE to detect errors in
the received transport block.

Demodulation of 16QAM, which is one of the modulation schemes supported by
the HS-DSCH, requires amplitude knowledge at the receiver in order to correctly
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form the soft values prior to Turbo decoding. This is different from QPSK, where
no such knowledge is required as all information is contained in the phase of the
received signal. To ease the estimation of the amplitude reference in the receiver,
the bits after CRC attachment are scrambled. This results in a sufficiently random
sequence out from the Turbo coder to cause both inner and outer signal points
in the 16QAM constellation to be used, thereby aiding the UE in the estimation
of the amplitude reference. Note that bit scrambling is done regardless of the
modulation scheme used, even if it is strictly speaking only needed in case of
16QAM modulation.

The fundamental coding scheme in HSDPA is rate-1/3 Turbo coding. To obtain the
code rate selected by the rate-control mechanism in the MAC-hs, rate matching,
that is, puncturing or repetition, is used to match the number of coded bits to the
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number of physical-channel bits available. The rate-matching mechanism is also
part of the physical-layer hybrid-ARQ and is used to generate different redundancy
versions for incremental redundancy. This is done through the use of differ-
ent puncturing patterns; different bits are punctured for initial transmissions and
retransmission.

Physical-channel segmentation distributes the bits to the channelization codes used
for transmission, followed by channel interleaving.

Constellation rearrangement is used only for 16QAM. If Chase combining is used
in combination with 16QAM, a gain in performance can be obtained if the sig-
nal constellation is changed between retransmissions. This is further elaborated
upon below.

9.2.3 Scheduling

One of the basic principles for HSDPA is the use of channel-dependent scheduling.
The scheduler in the MAC-hs controls what part of the shared code and power
resource is assigned to which user in a certain TTI. It is a key component and to
a large extent determines the overall HSDPA system performance, especially in a
loaded network. At lower loads, only one or a few users are available for scheduling
and the differences between different scheduling strategies are less pronounced.

Although the scheduler is implementation specific and not specified by 3GPP,
the overall goal of most schedulers is to take advantage of the channel variations
between users and preferably schedule transmissions to a user when the chan-
nel conditions are advantageous. As discussed in Chapter 7, several scheduling
strategies are possible. However, efficient scheduling strategies require at least:

• information about the instantaneous channel conditions at the UE,
• information about the buffer status and priorities of the data flows.

Information about the instantaneous channel quality at the UE is typically obtained
through a 5-bit Channel-Quality Indicator (CQI), which each UE feed back to the
NodeB at regular intervals. The CQI is calculated at the UE based on the signal-
to-noise ratio of the received common pilot. Instead of expressing the CQI as a
received signal quality, the CQI is expressed as a recommended transport-block
size, taking into account also the receiver performance. This is appropriate as the
quantity of relevance is the instantaneous data rate a terminal can support rather
than the channel quality alone. Hence, a terminal with a more advanced receiver,
being able to receive data at a higher rate at the same channel quality, will report
a larger CQI than a terminal with a less advanced receiver, all other conditions
being identical.
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In addition to the instantaneous channel quality, the scheduler should typically
also take buffer status and priority levels into account. Obviously UEs for which
there is no data awaiting transmission should not be scheduled. There could also be
data that is important to transmit within a certain maximum delay, regardless of the
channel conditions. One important example hereof is RRC signaling, for example,
related to cell change in order to support mobility, which should be delivered to
the UE as soon as possible. Another example, although not as time critical as RRC
signaling, is streaming services, which has an upper limit on the acceptable delay
of a packet to ensure a constant average data rate. To support priority handling
in the scheduling decision, a set of priority queues is defined into which the data
is inserted according to the priority of the data as illustrated in Figure 9.7. The
scheduler selects data from these priority queues for transmission based on the
channel conditions, the priority of the queue, and any other relevant information.
To efficiently support streaming applications, which require a minimum average
data rate, there is a possibility for the RNC to ‘guarantee’ this data rate by pro-
viding information about the average data rate to the scheduler in the NodeB. The
scheduler can take this constraint into account in the scheduling process.

9.2.4 Rate control

As described in Chapter 7, rate control denotes the process of adjusting the data
rate to match the instantaneous radio conditions. The data rate is adjusted by
changing the modulation scheme and the channel-coding rate. For each TTI, the
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rate-control mechanism in the scheduler selects, for the scheduled user(s), the
transport format(s) and channelization-code resources to use. The transport format
consists of the modulation scheme (QPSK or 16QAM) and the transport-block size.

The resulting code rate after Turbo coding and rate matching is given implicitly by
the modulation scheme, the transport-block size, and the channelization-code set
allocated to the UE for the given TTI. The number of coded bits after rate matching
is given by the modulation scheme and the number of channelization codes, while
the number of information bits prior coding is given by the transport-block size.
Hence, by adjusting some or all of these parameters, the overall code rate can be
adjusted.

Rate control is implemented by allowing the MAC-hs to set the transport format
independently for each 2 ms HS-DSCH TTI. Hence, both the modulation scheme
and the instantaneous code rate can be adjusted to obtain a data rate suitable for the
current radio conditions. The relatively short TTI of 2 ms allows the rate control
to track reasonable rapid variations in the instantaneous channel quality.

The HS-DSCH transport-block size can take one of 254 values. These values,
illustrated in Figure 9.8, are listed in the specifications and therefore known to both
the UE and the NodeB. Thus, there is no need for (re)configuration of transport-
block sizes at channel setup or when switching serving cell, which reduces the
amount of overhead associated with mobility. Each combination of HS-DSCH
channelization codes and modulation scheme defines a subset containing 63 out
of the 254 different transport-block sizes and the 6-bit ‘HS-DSCH transport-block
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size information’ indicates one out of the 63 transport-block sizes possible for this
subset. With this scheme, transport-block sizes in the range of 137–27 952 bits
can be signaled, with channel-coding rates ranging from 1/3 up to 1.

For retransmissions, there is a possibility for a code rate >1. This is achieved by
exploiting the fact that the transport-block size cannot change between transmis-
sion and retransmission. Hence, instead of signaling the transport-block size for the
retransmission, a reserved value can be used, indicating that no transport-block-
size information is provided by the HS-SCCH and the value from the original
transmission should be used. This is useful for additional scheduling flexibility,
for example to retransmit only a small amount of parity bits in case the latest CQI
report indicates that the UE was ‘almost’ able to decode the original transmission.

As stated in the introduction, the primary way of adapting to rapid variations in the
instantaneous channel quality is rate control as no fast closed-loop power control
is specified for HS-DSCH. This does not imply that the HS-DSCH transmission
power cannot change for other reasons, for example due to variations in the power
required by other downlink channels. In Figure 9.4 on page 147, an example of a
dynamic HS-DSCH power allocation scheme is illustrated, where the HS-DSCH
uses all power not used by other channels. Of course, the overall interference
created in the cell must be taken into account when allocating the amount of
HS-DSCH power. This is the responsibility of the radio-resource control in the
RNC, which can set an upper limit on the power used by the NodeB for the HS-
DSCHs and all HS-SCCHs.1 As long as the NodeB stays within this limit, the
power allocation for HSDPA is up to the NodeB implementation. Corresponding
measurements, used by the NodeB to report the current power usage to the RNC
are also defined. Knowledge about the amount of power used for non-HSDPA
channels is useful to the admission control functionality in the RNC. Without this
knowledge, the RNC would not be able to determine whether there are resources
left for non-HSDPA users trying to enter the cell.

Unlike QPSK, the demodulation of 16QAM requires an amplitude reference at the
UE. How this is achieved is implementation specific. One possibility is to use a
channel estimate formed from the common pilot and obtain the ratio between the
HS-DSCH and common pilot received powers through averaging over 2 ms. The
instantaneous amplitude estimate necessary for 16QAM demodulation can then
be obtained from the common pilot and the estimated offset. This is the reason for
the bit level scrambling prior Turbo coding in Figure 9.6; with scrambling both
the inner and outer signal points in the 16QAM constellation will be used with a

1 If the cell is configured to support E-DCH as well, this limit also covers the power used for the related E-DCH
downlink control signaling. See Chapter 10.
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high probability and an accurate estimate of the received HS-DSCH power can be
formed.

What criteria to use for the rate control, that is, the transport-format selection
process in the MAC-hs, are implementation specific and not defined in the stan-
dard. Principally, the target for the rate control is to select a transport format
resulting in transmitting an as large transport block as possible with a reasonable
error probability, given the instantaneous channel conditions. Naturally, selecting
a transport-block size larger than the amount of data to be transmitted in a TTI is not
useful, regardless of whether the instantaneous radio conditions allows for a larger
transport block to be transmitted. Hence, the transport-format selection does not
only depend on the instantaneous radio conditions, but also on the instantaneous
source traffic situation.

Since the rate control typically depends on the instantaneous channel conditions,
rate control relies on the same estimate of the instantaneous radio quality at the UE
as the scheduler. As discussed above, this knowledge is typically obtained from
the CQI although other quantities may also be useful. This is further elaborated
upon in Section 9.3.6.

9.2.5 Hybrid ARQ with soft combining

The hybrid-ARQ functionality spans both the MAC-hs and the physical layer.
As the MAC-hs is located in the NodeB, erroneous transport blocks can be
rapidly retransmitted. Hybrid-ARQ retransmissions are therefore significantly less
costly in terms of delay compared to RLC-based retransmissions. There are two
fundamental reasons for this difference:

1. There is no need for signaling between the NodeB and the RNC for the
hybrid-ARQ retransmission. Consequently, any Iub/Iur delays are avoided for
retransmissions. Handling retransmission in the NodeB is also beneficial from
a pure Iub/Iur capacity perspective; hybrid-ARQ retransmissions comes at no
cost in terms of transport-network capacity.

2. The RLC protocol is typically configured with relatively infrequent status
reports of erroneous data blocks (once per several TTIs) to reduce the sig-
naling load, while the HSDPA hybrid-ARQ protocol allows for frequent status
reports (once per TTI), thus reducing the roundtrip time.

In HSDPA, the hybrid ARQ operates per transport block or, equivalently, per
TTI that is, whenever the HS-DSCH CRC indicates an error, a retransmission
representing the same information as the original transport block is requested.
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As there is a single transport block per TTI, the content of the whole TTI is
retransmitted in case of an error. This reduces the amount of uplink signaling as a
single ACK/NAK bit per TTI is sufficient. Furthermore, studies during the HSDPA
design phase indicated that the benefits of having multiple transport blocks per
TTI with the possibility for individual retransmissions were quite small. A major
source of transmission errors are sudden interference variations on the channel
and errors in the link-adaptation mechanism. Thanks to the short TTI, the channel
is relatively static during the transmission of a transport block and in most cases
errors are evenly distributed over the TTI. This limits the potential benefits of
individual retransmissions.

Incremental redundancy is the basic scheme for soft combining, that is, retrans-
missions may consist of a different set of coded bits than the original transmission.
Different redundancy versions, that is, different sets of coded bits, are generated
as part of the rate-matching mechanism. The rate matcher uses puncturing (or
repetition) to match the number of code bits to the number of physical channel
bits available. By using different puncturing patterns, different sets of coded bits,
that is different redundancy versions, result. This is illustrated in Figure 9.9. Note
that Chase combining is a special case of incremental redundancy; the NodeB
decides whether to use incremental redundancy or Chase combining by selecting
the appropriate puncturing pattern for the retransmission.

The UE receives the coded bits and attempts to decode them. In case the decoding
attempts fails, the UE buffers the received soft bits and requests a retransmission
by sending a NAK. Once the retransmission occurs, the UE combines the buffered
soft bits with the received soft bits from the retransmission and tries to decode the
combination.
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For soft combining to operate properly, the UE need to know whether the transmis-
sion is a retransmission of previously transmitted data or whether it is transmission
of new data. For this purpose, the downlink control signaling includes a new-data
indicator, used by the UE to control whether the soft buffer should be cleared (the
current transmission is new data) or whether soft combining of the soft buffer and
the received soft bits should take place (retransmission).

To minimize the delay associated with a retransmission, the outcome of the decod-
ing in the UE should be reported to the NodeB as soon as possible. At the same
time, the amount of overhead from the feedback signaling should be minimized.
This lead to the choice of a stop-and-wait structure for HSDPA, where a single
bit is transmitted from the UE to the NodeB a well-specified time, approximately
5 ms, after the reception of a transport block. To allow for continuous transmission
to a single UE, multiple stop-and-wait structures, or hybrid-ARQ processes, are
operated in parallel as illustrated in Figure 9.10. Hence, for each user there is one
hybrid-ARQ entity, each consisting of multiple hybrid-ARQ processes.

The number of hybrid-ARQ processes should match the roundtrip time between
the UE and NodeB, including their respective processing time, to allow for contin-
uous transmission to a UE. Using a larger number of processes than motivated by
the roundtrip time does not provide any gains but introduces unnecessary delays
between retransmissions.

Since the NodeB processing time may differ between different implementations,
the number of hybrid-ARQ processes is configurable. Up to eight processes can
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be set up for a user, although a typical number of processes is six. This provides
approximately 2.8 ms of processing time in the NodeB from the reception of the
ACK/NAK until the NodeB can schedule a (re)transmission to the UE in the same
hybrid-ARQ process.

Downlink control signaling is used to inform the UE which of the hybrid-ARQ
processes that is used for the current TTI. This is important information to the UE
as it is needed to do soft combining with the correct soft buffer; each hybrid-ARQ
process has its own soft buffer.

One result of having multiple independent hybrid-ARQ processes operated in
parallel is that decoded transport blocks may appear out-of-sequence. For example,
a retransmission may be needed in hybrid-ARQ process number one, while process
number two did successfully receive the data after the first transmission attempts.
Therefore, the transport block transmitted in process number two will be available
for forwarding to higher layers at the receiver side before the transport block
transmitted in process number one, although the transport blocks were originally
transmitted in a different order. This is illustrated in Figure 9.10. As the RLC
protocol assumes data to appear in the correct order, a reordering mechanism is
used between the outputs from the multiple hybrid-ARQ processes and the RLC
protocol. The reordering mechanism is described in more detail in Section 9.3.4.

9.2.6 Data flow

To illustrate the flow of user data through the different layers, an example radio-
interface protocol configuration is shown in Figure 9.11. For the UE in this
example, an IP-based service is assumed, where the user data is mapped to the
HS-DSCH.

For signaling purposes in the radio network, several signaling radio bearers are
configured in the control plane. In Release 5, signaling radio bearers cannot be
mapped to the HS-DSCH, and consequently dedicated transport channels must
be used, while this restriction is removed in Release 6 to allow for operation
completely without dedicated transport channels in the downlink.

Figure 9.12 illustrates the data flow at the reference points shown in Figure 9.11.
In this example an IP-based service is assumed. The PDCP performs (optional)
IP header compression. The output from the PDCP is fed to the RLC protocol
entity. After possible concatenation, the RLC SDUs are segmented into smaller
blocks of typically 40 bytes. An RLC PDU is comprised of a data segment and
the RLC header. If logical-channel multiplexing is performed in MAC-d, a 4-bit
header is added to form a MAC-d PDU. In MAC-hs, a number of MAC-d PDUs,
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possibly of variable size, are assembled and a MAC-hs header is attached to form
one transport block, subsequently coded and transmitted by the physical layer.

9.2.7 Resource control for HS-DSCH

With the introduction of HSDPA, parts of the radio resource management are
handled by the NodeB instead of the RNC. This is a result of introducing channel-
dependent scheduling and rate control in the NodeB in order to exploit rapid
channel variations. However, the RNC still has the overall responsibility for
radio-resource management, including admission control and handling of inter-
cell interference. Therefore, new measurement reports from the NodeB to the RNC
have been introduced, as well as mechanisms for the RNC to set the limits within
which the NodeB are allowed to handle the HSDPA resources2 in the cell.

2 Note that many of these measurements were extended in Rel6 to include Enhanced Uplink Downlink control
channels in addition to the HSDPA-related channels.
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To limit the transmission power used for HSDPA, the RNC can set the maxi-
mum amount of power the NodeB is allowed to use for HSDPA-related downlink
transmissions. This ensures that the RNC has control of the maximum amount of
interference a cell may generate to neighboring cells. Within the limitation set by
the RNC, the NodeB is free to manage the power spent on the HSDPA downlink
channels. If the quantity is absent (or larger than the total NodeB power), the
NodeB may use all available power for downlink transmissions on the HS-DSCH
and HS-SCCH.

Admission control in the RNC needs to take into account the amount of power
available in the NodeB. Only if there is a sufficient amount of transmission power
available in the NodeB can a new user be admitted into the cell. The Transmit-
ted carrier power measurement is available for this purpose. However, with the
introduction of HSDPA, the NodeB can transmit at full power, even with a single
user in the cell, to maximize the data rates. To the admission control in the RNC,
it would appear as the cell is fully loaded and no more users would be admitted.
Therefore, a new measurement, Transmitted carrier power of all codes not used for
HS-PDSCH or HS-SCCH, is introduced, which can be used in admission control
to determine whether new users can be admitted into the cell or not (Figure 9.13).

In addition to the power-related signaling discussed above, there is also signaling
useful to support streaming services. To efficiently support streaming, where a
certain minimum data rate needs to be provided on average, the RNC can signal
the MAC-hs Guaranteed Bit Rate. The scheduler can use this information to ensure
that, averaged over a longer period of time, a sufficiently high data rate is provided
for a certain MAC-d priority queue. To monitor the fulfillment of this, and to be
able to observe the load in the cell due to these restrictions, the NodeB can report
the required transmission power for each priority class configured by the RNC in
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order to identify ‘costly’ UEs. The NodeB can also report the data rate, averaged
over 100 ms, it actually provides for each priority class.

9.2.8 Mobility

Mobility for HSDPA, that is, change of serving cell, is handled through RRC sig-
naling using similar procedures as for dedicated channels. The basics for mobility
are network-controlled handover and UE measurement reporting. Measurements
are reported from the UE to the RNC, which, based on the measurements,
reconfigures the UE and involved NodeBs, resulting in a change of serving cell.

Several measurement mechanisms are specified already in the first release of
WCDMA and used for, for example, active set update, hard handover, and intra-
frequency measurements. One example is Measurement Event 1D, ‘change of
best cell,’ which is reported by the UE whenever the common-pilot strength from
a neighboring cell (taking any measurement offsets into account) becomes stronger
than for the current best cell. This can be used to determine when to switch the
HS-DSCH serving cell as illustrated in Figure 9.14. Updates of the active set are
not included in this example; it is assumed that both the source serving cell and
the target serving cell are part of the active set.

The reconfiguration of the UE and involved NodeBs can be either synchronous
or asynchronous. With synchronous reconfiguration, an activation time is defined
in the reconfiguration message, ensuring that all involved parties change their
reconfiguration at the same time. Due to unknown delays between the NodeB
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and the RNC, as well as processing and protocol delays, a suitable margin may
need to be taken into account in the choice of activation time. Asynchronous
reconfiguration implies that the involved nodes obey the reconfiguration mes-
sage as soon it is received. However, in this case, data transmission from the
new cell may start before the UE has been switched from the old cell, which
would result in some data loss that has to be retransmitted by the RLC protocol.
Hence, synchronous reconfigurations are typically used for HS-DSCH serving cell
change. The MAC-hs protocol is reset when moving from one NodeB to another.
Thus the hybrid-ARQ protocol state is not transferred between the two NodeBs.
Any packet losses at the time of cell change are instead handled by the RLC
protocol.

Related to mobility is the flow control between the NodeB and the RNC, used
to control the amount of data buffered in the MAC-hs in the NodeB and avoid
overflow in the buffers. The requirements on the flow control are, to some extent,
conflicting as it shall ensure that MAC-hs buffers should be large enough to contain
a sufficient amount of data to fully utilize the physical channel resources (in case of
advantageous channel conditions), while at the same time MAC-hs buffers should
be kept as small as possible to minimize the amounts of packets that need to be
resent to a new NodeB in case of inter-NodeB handover.

9.2.9 UE categories

To allow for a range of UE implementations, different UE capabilities are specified.
The UE capabilities are divided into a number of parameters, which are sent from
the UE at the establishment of a connection and if/when the UE capabilities are
changed during an ongoing connection. The UE capabilities may then be used by
the network to select a configuration that is supported by the UE. Several of the
UE capabilities applicable to other channels are valid for HS-DSCH as well, but
there are also some HS-DSCH-specific capabilities.

Basically, the physical-layer UE capabilities are used to limit the requirements for
three different UE resources: the despreading resource, the soft-buffer memory
used by the hybrid-ARQ functionality, and the Turbo decoder. The despreading
resource is limited in terms of the maximum number of HS-PDSCH codes the UE
simultaneously needs to despread. Three different capabilities exist in terms of
de-spreading resources, corresponding to the capability to despread a maximum
of 5, 10, or 15 physical channels (HS-PDSCH).

The amount of soft-buffer memory is in the range of 14 400–172 800 soft bits,
depending on the UE category. Note that this is the total amount of buffer memory
for all hybrid-ARQ processes, not the value per process. The memory is divided
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Table 9.1 HSDPA UE categories [99].

HS-DSCH Maximum Minimum Maximum Maximum Supported
category number of inter-TTI transport-block size number of modulation

HS-DSCH interval soft bits schemes
codes received

1 5 3 7298 (3.6 Mbit/s) 19200 16QAM, QPSK
2 5 3 7298 (3.6 Mbit/s) 28800 16QAM, QPSK
3 5 2 7298 (3.6 Mbit/s) 28800 16QAM, QPSK
4 5 2 7298 (3.6 Mbit/s) 38400 16QAM, QPSK
5 5 1 7298 (3.6 Mbit/s) 57600 16QAM, QPSK
6 5 1 7298 (3.6 Mbit/s) 67200 16QAM, QPSK
7 10 1 14411 (7.2 Mbit/s) 115200 16QAM, QPSK
8 10 1 14411 (7.2 Mbit/s) 134400 16QAM, QPSK
9 15 1 20251 (10.1 Mbit/s) 172800 16QAM, QPSK
10 15 1 27952 (14 Mbit/s) 172800 16QAM, QPSK
11 5 2 3630 (1.8 Mbit/s) 14400 QPSK
12 5 1 3630 (1.8 Mbit/s) 28800 QPSK

among the multiple hybrid-ARQ processes, typically with an equal amount of
memory per process although non-equal allocation is also possible.

The requirements on the Turbo-decoding resource are defined through two param-
eters: the maximum number of transport-channel bits that can be received within
an HS-DSCH TTI and the minimum inter-TTI interval, that is the distance in time
between subsequent transport blocks. The decoding time in a Turbo decoder is
roughly proportional to the number of information bits which thus provides a limit
on the required processing speed. In addition, for low-end UEs, there is a pos-
sibility to avoid continuous data transmission by specifying an inter-TTI interval
larger than one.

In order to limit the number of possible combinations of UE capabilities and to
avoid parameter combinations that do not make sense, the UE capability param-
eters relevant for the physical layer are lumped into 12 different categories as
illustrated in Table 9.1.

9.3 Finer details of HSDPA

9.3.1 Hybrid ARQ revisited: physical-layer processing

Hybrid ARQ with soft combining has been described above, although some details
of the physical-layer and protocol operation were omitted in order to simplify the
description. This section provides a more detailed description of the processing,
aiming at filling the missing gaps.
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Figure 9.15 The principle of two-stage rate matching.

As already mentioned, the hybrid ARQ operates on a single transport block, that is,
whenever the HS-DSCH CRC indicates an error, a retransmission representing the
same information as the original transport block is requested. Since there is a single
transport block per TTI, this implies that it is not possible to mix transmissions
and retransmissions within the same TTI.

Since incremental redundancy is the basic hybrid-ARQ soft-combining scheme,
retransmissions generally consist of a different set of coded bits. Furthermore, the
modulation scheme, the channelization-code set, and the transmission power can
be different compared to the original transmission. Incremental redundancy gener-
ally has better performance, especially for high initial code rates, but poses higher
requirements on the soft buffering in the UE since soft bits from all transmission
attempts must be buffered prior to decoding. Therefore, the NodeB needs to have
knowledge about the soft-buffer size in the UE (for each active hybrid-ARQ pro-
cess). Coded bits that do not fit within the soft buffer shall not be transmitted. For
HSDPA, this problem is solved through the use of two-stage rate matching. The
first rate-matching stage limits the number of coded bits to what is possible to
fit in the soft buffer, while the second rate-matching stage generates the different
redundancy versions.

Each rate-matching stage uses several identical rate-matching blocks, denoted RM
in Figure 9.15. An RM block can be configured to puncture or repeat every nth bit.

The first rate-matching stage is used to limit the number of coded bits to the
available UE soft buffer for the hybrid-ARQ process currently being addressed. A
sufficient number of coded bits are punctured to ensure that all coded bits at the
output of the first rate-matching stage will fit in the soft buffer (known as virtual
IR buffer at the transmitter side). Hence, depending on the soft-buffer size in the
UE, the lowest code rate may be higher than the rate-1/3 mother code rate in the
Turbo coder. Note that, if the number of bits from the channel coding does not
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exceed the UE soft-buffering capability, the first rate-matching stage is transparent
and no puncturing is performed.

The second rate-matching stage serves two purposes:

• Matching the number of bits in the virtual IR buffer to the number of available
channel bits. The number of available channel bits is given by the size of the
channelization-code set and the modulation scheme selected for the TTI.

• Generating different sets of coded bits as controlled by the two redundancy-
version parameters r and s, described below.

Equal repetition for all three streams is applied if the number of available channel
bits is larger than the number of bits in the virtual IR buffer, otherwise puncturing
is applied.

To support full incremental redundancy, that is, to have the possibility to transmit
only/mainly parity bits in a retransmission, puncturing of systematic bits is possible
as controlled by the parameter s. Setting s = 1 implies that the systematic bits are
prioritized and puncturing is primarily applied with an equal amount to the two
parity-bit streams. On the other hand, for a transmission prioritizing the parity
bits, s = 0 and primarily the systematic bits are punctured. If, for a transmission
prioritizing the systematic bits, the number of coded bits is larger than the number
of physical channel bits, despite all the parity bits have been punctured, further
puncturing is applied to the systematic bits. Similarly, if puncturing the systematic
bits is not sufficient for a transmission prioritizing the parity bits, puncturing is
applied to the parity bits as well.

For good performance, all systematic bits should be transmitted in the initial
transmission, corresponding to s = 1, and the code rate should be set to less than
one. For the retransmission (assuming the initial transmission did not succeed),
different strategies can be applied. If the NodeB received neither ACK, nor NAK,
in response to the initial transmission attempt, the UE may have missed the initial
transmission. Setting s = 1 also for the retransmission is therefore appropriate. This
is also the case if NAK is received and Chase combining is used for retransmissions.
However, if a NAK is received and incremental redundancy is used, that is, the
parity bits should be prioritized, setting s = 0 is appropriate.

The parameter r controls the puncturing pattern in each rate-matching block in
Figure 9.15 and determines which bits to puncture. Typically, r = 0 is used for
the initial transmission attempt. For retransmissions, the value of r is typically
increased, effectively leading to a different puncturing pattern. Thus, by vary-
ing r, multiple, possibly partially overlapping, sets of coded bits representing the
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same set of information bits can be generated. It should be noted that chang-
ing the number of channel bits by changing the modulation scheme or the
number of channelization codes also affects which coded bits that are trans-
mitted even if the r and s parameters are unchanged between the transmission
attempts.

With the two-stage rate-matching scheme, both incremental redundancy and Chase
combining can easily be supported. By setting s = 1 and r = 0 for all transmission
attempts, the same set of bits is used for the retransmissions as for the original
transmission, that is Chase combining. Incremental redundancy is easily achieved
by setting s = 1 and using r = 0 for the initial transmission, while retransmissions
use s = 0 and r > 0. Partial IR, that is, incremental redundancy with the systematic
bits included in each transmission, results if s = 1 for all the retransmissions as
well as the initial transmission.

In Figure 9.16, a simple numerical example is shown to further illustrate the
operation of the physical-layer hybrid-ARQ processing of data. Assume that, as
an example, a transport block of 2404 bits is to be transmitted using one of the
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hybrid-ARQ processes. Furthermore, assume the hybrid-ARQ process in question
is capable of buffering at most 7000 soft values due to memory limitations in the
UE and the soft memory configuration set by higher layers. Finally, the channel can
carry 3840 coded bits in this example (QPSK modulation, 4 channelization codes).

A 24-bit CRC is appended to the transport block, rate-1/3 Turbo coding is applied
and a 12-bit tail appended, resulting in 7296 coded bits. The coded bits are fed to
the first stage rate matching, which punctures parity bits such that 2432 systematic
bits and 2 × 2284 parity bits, in total 7000 bits, are fed to the second-stage rate-
matching block. Since at most 7000 coded bits can be transmitted, the lowest
possible code rate is 2432/7000 = 0.35, which is slightly higher than the mother
code’s rate of 1/3 due to the limited soft buffer in the UE.

For the initial transmission, the second-stage rate matching matches the 7000
coded bits to the 3840 channel bits by puncturing the parity bits only. This is
achieved by using r = 0 and s = 1, that is, a self-decodable transmission, and the
resulting code rate is 2432/3840 = 0.63.

For retransmissions, either Chase combining or incremental redundancy can be
used, as chosen by the NodeB. If Chase combining is used by setting s = 1 and
r = 0, the same 3840 bits as used for the initial transmission are retransmit-
ted (assuming unchanged modulation scheme and channelization-code set). The
resulting effective code rate remains 0.63 as no additional parity has been trans-
mitted, but an energy gain has been obtained as, in total, twice the amount of
energy has been transmitted for each bit. Note that this example assumed identical
transport formats for the initial transmission and the retransmission.

If incremental redundancy is used for the retransmission, for example, by using
s = 0 and r = 1, the systematic bits are punctured and only parity bits are retrans-
mitted, of which 3840 (out of 4568 parity bits available after the first stage rate
matching) fit into the physical channel. Note that some of these parity bits were
included already in the original transmission as the number of unique parity bits is
not large enough to fill both the original transmission and the retransmissions. After
the retransmission, the resulting code rate is 2432/7000 = 0.35. Hence, contrary
to Chase combining, there is a coding gain in addition to the energy gain.

9.3.2 Interleaving and constellation rearrangement

For 16QAM, two of the four bits carried by each modulation symbol will be more
reliable at the receiver due to the difference in the number of nearest neighbors
in the constellation. This is in contrast to QPSK, where both bits are of equal
reliability. Furthermore, for Turbo codes, systematic bits are of greater importance
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in the decoding process, compared to parity bits. Hence, it is desirable to map as
many of the systematic bits as possible to the more reliable positions in a 16QAM
symbol. A dual interleaver scheme, illustrated in Figure 9.17, has been adopted
for HS-DSCH in order to control the mapping of systematic and parity bits onto
the 16QAM modulation symbols.

For QPSK, only the upper interleaver in Figure 9.17 is used, while for 16QAM,
two identical interleavers are used in parallel. Systematic bits are primarily fed
into the upper interleaver, whereas parity bits are primarily fed into the lower
interleaver. The 16QAM constellation is defined such that the output from the
upper interleaver is mapped onto the reliable bit positions and the output from the
lower interleaver onto the less reliable positions.

If 16QAM is used in conjunction with hybrid ARQ using Chase combining, there
is a performance gain by rearranging the 16QAM symbol constellations between
multiple transmission attempts as this provides an averaging effect among the reli-
ability of the bits. However, note that this gain is only available for retransmissions
and not for the initial transmission. Furthermore, the gains with constellation rear-
rangement in combination with incremental redundancy are minor. Hence, its use
is mainly applicable when Chase combining is used.

Constellation rearrangement is obtained through bit manipulations in the bit collec-
tor block and is controlled by a four-state bit mapping parameter, controlling two
independent operations. First, the output of the two interleavers can be swapped.
Second, the output of the lower interleaver (or the upper interleaver if swapping
is used) can be inverted. In essence, this results in the selection of one out of four
different signal constellations for 16QAM.
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9.3.3 Hybrid ARQ revisited: protocol operation

As stated earlier, each hybrid-ARQ entity is capable of supporting multiple (up to
eight) stop-and-wait hybrid-ARQ processes. The motivation behind this is to allow
for continuous transmission to a single UE, which cannot be achieved by a single
stop-and-wait scheme. The number of hybrid-ARQ processes is configurable by
higher-layer signaling. Preferably, the number of hybrid-ARQ processes is chosen
to match the roundtrip time, consisting of the TTI itself, any radio-interface delay
in downlink and uplink, the processing time in the UE, and the processing time in
the NodeB.

The protocol design assumes a well-defined time between the end of the
received transport block and the transmission of the ACK/NAK as discussed in
Section 9.2.5. In essence, this time is the time the UE has available for decoding
of the received data. From a delay perspective, this time should be as small as
possible, but a too small value would put unrealistic requirements on the UE pro-
cessing speed. Although in principle the time could be made a UE capability, this
was not felt necessary and a value of 5 ms was agreed as a good trade-off between
performance and complexity. This value affects the number of hybrid-ARQ pro-
cesses necessary. Typically, a total of six processes are configured, which leaves
around 2.8 ms for processing of retransmissions in the NodeB.

Which of the hybrid-ARQ processes that is used for the current transmission
is controlled by the scheduler and explicitly signaled to the UE. Note that the
hybrid-ARQ processes can be addressed in any order. The amount of soft-buffering
memory available in the UE is semi-statically split between the different hybrid-
ARQ processes. Thus the larger the number of hybrid-ARQ processes is, the
smaller the amount of soft-buffer memory available to a hybrid-ARQ process for
incremental redundancy. The split of the total soft-buffer memory between the
hybrid-ARQ processes is controlled by the RNC and does not necessarily have to
be such that the soft-buffer memory per hybrid-ARQ process is the same. Some
hybrid-ARQ processes can be configured to use more soft-buffer memory than
others, although the typical case is to split the available memory equally among
the processes.

Whenever the current transmission is not a retransmission, the NodeB MAC-hs
increments the single-bit new-data indicator. Hence, for each new transport block,
the bit is toggled. The indicator is used by the UE to clear the soft buffer for initial
transmissions since, by definition, no soft combining should be done for an initial
transmission. The indicator is also used to detect error cases in the status signaling,
for example, if the ‘new-data’ indicator is not toggled despite the fact that the
previous data for the hybrid-ARQ process in question was correctly decoded and
acknowledged, an error in the uplink signaling has most likely occurred. Similarly,
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if the indicator is toggled but the previous data for the hybrid-ARQ process was
not correctly decoded, the UE will replace the data previously in the soft buffers
with the new received data.

Errors in the status (ACK/NAK) signaling will impact the overall performance. If
an ACK is misinterpreted as a NAK, an unnecessary hybrid-ARQ retransmission
will take place, leading to a (small) reduction in the throughput. On the other hand,
misinterpreting a NAK as an ACK will lead to loss of data as the NodeB will not
perform a hybrid-ARQ retransmission despite the UE was not able to successfully
decode the data. Instead, the missing data has to be retransmitted by the RLC
protocol, a more time-consuming procedure than hybrid-ARQ retransmissions.
Therefore, the requirements on the ACK/NAK errors are typically asymmetric with
Pr{NAK|ACK} = 10−2 and Pr{ACK|NAK} = 10−3 (or 10−4) as typical values.
With these error probabilities, the impact on the end-user TCP performance due
to hybrid-ARQ signaling errors is small [75].

9.3.4 In-sequence delivery

The multiple hybrid-ARQ processes cannot themselves ensure in-sequence deliv-
ery as there is no interaction between the processes. Hence, in-sequence delivery
must be implemented on top of the hybrid-ARQ processes and a reordering queue
in the UE MAC-hs is used for this purpose. Related to the reordering queues in
the UE are the priority queues in the NodeB, used for handling priorities in the
scheduling process.

The NodeB MAC-hs receives MAC-d PDUs in one or several MAC-d flows. Each
such MAC-d PDU has a priority assigned to it and MAC-d PDUs with different
priorities can be mixed in the same MAC-d flow. The MAC-d flows are split if
necessary and the MAC-d PDUs are sorted into priority queues as illustrated in
Figure 9.18. Each priority queue corresponds to a certain MAC-d flow and a certain
MAC-d priority, where RRC signaling is used to set up the mapping between the
priority queues and the MAC-d flows. Hence, the scheduler in the MAC-hs can,
if desired, take the priorities into account when making the scheduling decision.
One or several MAC-d PDUs from one of the priority queues are assembled into a
data block, where the number of MAC-d PDUs and the priority queue selection is
controlled by the scheduler. A MAC-hs header containing, among others, queue
identity and a transmission sequence number, is added to form a transport block.
The transport block is forwarded to the physical layer for further processing. As
there is only a single transmission sequence number and queue identity in the
transport block, all MAC-d PDUs within the same transport block come from the
same priority queue. Thus, mixing MAC-d PDUs from different priority queues
within the same TTI is not possible.
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Figure 9.18 The priority queues in the NodeB MAC-hs (left) and the reordering queues in the UE
MAC-hs (right).

In the UE, the reordering-queue identity is used to place the received data block,
containing received MAC-d PDUs, into the correct reordering queue as illus-
trated in Figure 9.18. Each reordering queue corresponds to a priority queue in
the NodeB, although the priority queues buffer MAC-d PDUs, while the reorder-
ing queues buffer data blocks. Within each reordering queue, the transmission
sequence number, sent in the MAC-hs header is used to ensure in-sequence deliv-
ery of the MAC-d PDUs. The transmission sequence number is unique within the
reordering queue, but not between different reordering queues.

The basic idea behind reordering, illustrated in Figure 9.19, is to store data blocks in
the reordering queue until all data blocks with lower sequence numbers have been
delivered. As an example, at time t0 in Figure 9.19, the NodeB has transmitted
data blocks with sequence numbers 0 through 3. However, the data block with
sequence number 1 has not yet reached the MAC-hs reordering queue in the UE,
possibly due to hybrid-ARQ retransmissions or errors in the hybrid-ARQ uplink
signaling. Data block 0 has been disassembled into MAC-d PDUs and delivered
to upper layers by the UE MAC-hs, while data blocks 2 and 3 are buffered in the
reordering queue since data block 1 is missing.

Evidently, there is a risk of stalling the reordering queue if missing data blocks
(data block 1 in this example) are not successfully received within a finite time.
Therefore, a timer-based stall avoidance mechanism is defined for the MAC-hs.
Whenever a data block is successfully received but cannot be delivered to higher
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Figure 9.19 Illustration of the principles behind reordering queues.

layers, a timer is started. In Figure 9.19, this occurs when data block 2 is received
since data block 1 is missing in the reordering buffer. Note that there is at maximum
one stall avoidance timer active. Therefore no timer is started upon reception of
data block 3 as there is already one active timer started for data block 2. Upon
expiration of the timer, which occurs at time t1 in Figure 9.19, data block 1 is
considered to be lost. Any subsequent data blocks up to the first missing data
block are to be disassembled into MAC-d PDUs and delivered to higher layers. In
Figure 9.19, data blocks 2 and 3 are delivered to higher layers.

Relying on the timer-based mechanism alone would limit the possible values of
the timer and limit the performance if the sequence numbers are to be kept unique.
Hence, a window-based stall avoidance mechanism is defined in addition to the
timer-based mechanism to ensure a consistent UE behavior. If a data block with
a sequence number higher than the end of the window is received by the reorder-
ing function, the data block is inserted into the reordering buffer at the position
indicated by the sequence number. The receiver window is advanced such that the
received data block forms the last data block within the window. Any data blocks
not within the window after the window advancement are delivered to higher lay-
ers. In the example in Figure 9.19, the window size of 4 is used, but the MAC-hs
window size is configurable by RRC. In Figure 9.19, a data block with sequence
number 1 is received at time t2, which causes the receiver window to be advanced
to cover sequence numbers 6 through 1. Data block 4 is considered to be lost, since
it is now outside the window whereas data block 5 is disassembled and delivered
to higher layers. In order for the reordering functionality in the UE to operate
properly, the NodeB should not retransmit MAC-hs PDUs with sequence num-
bers lower than the highest transmitted sequence number minus the UE receiver
window size.
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9.3.5 MAC-hs header

To support reordering and de-multiplexing of MAC-d PDUs in the UE as discussed
above, the necessary information needs to be signaled to the UE. As this infor-
mation is required only after successful decoding of a transport block, in-band
signaling in the form of a MAC-hs header can be used.

The MAC-hs header contains

• reordering-queue identity,
• Transmission Sequence Number (TSN),
• number and size of the MAC-d PDUs.

The structure of the MAC-hs header is illustrated in Figure 9.20. The Version Flag
(VF) is identical to zero and reserved for future extensions of the MAC-hs header.
The 3-bit Queue ID identifies the reordering queue to be used in the receiver. All
MAC-d PDUs in one MAC-hs PDU belong to the same reordering queue. The
6-bit TSN field identifies the transmission sequence number of the MAC-hs data
block. The TSN is unique within a reordering buffer but not between different
reordering buffers. Together with the Queue ID, the TSN provides support for
in-sequence delivery as described in the previous section.

The MAC-hs payload consists of one or several MAC-d PDUs. The 3-bit SID,
size index identifier, provides the MAC-d PDU size and the 7-bit N field identi-
fies the number of MAC-d PDUs. The flag F is used to indicate the end of the
MAC-hs header. One set of SID, N, and F is used for each set of consecutive
MAC-d PDUs and multiple MAC-d PDU sizes are supported by forming groups
of MAC-d PDUs of equal size. Note that all the MAC-d PDUs within a data block
must be in consecutive order since the sequence numbering is per data block.
Hence, if a sequence of MAC-d PDUs with sizes given by SID1, SID2, SID1 is
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to be transmitted, three groups has to be formed despite that there are only two
MAC-d PDU sizes. Finally, the MAC-hs PDU is padded (if necessary) such that
the MAC-hs PDU size equals a suitable block size. It should be noted that, in most
cases, there is only a single MAC-d PDU size and, consequently, only a single set
of SID, N , and F.

9.3.6 CQI and other means to assess the downlink quality

Obviously, some of the key HSDPA functions, primarily scheduling and rate con-
trol, rely on rapid adaptation of the transmission parameters to the instantaneous
channel conditions as experienced by the UE. The NodeB is free to form an esti-
mate of the channel conditions using any available information, but, as already
discussed, uplink control signaling from the UEs in the form of a Channel-Quality
Indicator (CQI), is typically used.

The CQI does not explicitly indicate the channel quality, but rather the data rate
supported by the UE given the current channel conditions. More specifically, the
CQI is a recommended transport-block size (which is equivalent to a recommended
data rate).

The reason for not reporting an explicit channel-quality measure is that different
UEs might support different data rates in identical environments, depending on the
exact receiver implementation. By reporting the data rate rather than an explicit
channel-quality measure, the fact that a UE has a relatively better receiver can be
utilized to provide better service (higher data rates) to such a UE. It is interesting
to note that this provides a benefit with advanced receiver structures for the end
user. For a power-controlled channel, the gain from an advanced receiver is seen
as a lower transmit power at the NodeB, thus providing a benefit for the network
but not the end user. This is in contrast to the HS-DSCH using rate control, where
a UE with an advanced receiver can receive the HS-DSCH with higher data rate
compared to a standard receiver.

Each 5-bit CQI value corresponds to a given transport-block size, modulation
scheme, and number of channelization codes. These values are shown in Figure 9.8
on page 153 (assuming a high-end terminal, capable of receiving 15 codes). Dif-
ferent tables are used for different UE categories as a UE shall not report a CQI
exceeding its capabilities. For example, a UE only supporting 5 codes shall not
report a CQI corresponding to 15 codes, while a 15-code UE may do so. There-
fore, power offsets are used for channel qualities exceeding the UE capabilities.
A power offset of x dB indicates that the UE can receive a certain transport-block
size, but at x dB lower transmission power than the CQI report was based upon.
This is illustrated in Table 9.2 for some different UE categories. UEs belonging
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Table 9.2 Example of CQI reporting for two different UE categories [97].

CQI Transport-block size Modulation Number of HS-DSCH Power offset [dB]
value

Category Category
scheme channelization codes

Category Category
1–6 10 Category 1–6 Category 10 1–6 10

0 N/A Out of range
1 137 QPSK 1 0
2 173 QPSK 1 0
3 233 QPSK 1 0
4 317 QPSK 1 0
5 377 QPSK 1 0
6 461 QPSK 1 0
7 650 QPSK 2 0
8 792 QPSK 2 0
9 931 QPSK 2 0
10 1262 QPSK 3 0
11 1483 QPSK 3 0
12 1742 QPSK 3 0
13 2279 QPSK 4 0
14 2583 QPSK 4 0
15 3319 QPSK 5 0
16 3565 16QAM 5 0
17 4189 16QAM 5 0
18 4664 16QAM 5 0
19 5287 16QAM 5 0
20 5887 16QAM 5 0
21 6554 16QAM 5 0
22 7168 16QAM 5 0
23 7168 9719 16QAM 5 7 −1 0
24 7168 11418 16QAM 5 8 −2 0
25 7168 14411 16QAM 5 10 −3 0
26 7168 17237 16QAM 5 12 −4 0
27 7168 21754 16QAM 5 15 −5 0
28 7168 23370 16QAM 5 15 −6 0
29 7168 24222 16QAM 5 15 −7 0
30 7168 25558 16QAM 5 15 −8 0

to category 1–6 can only receive up to 5 HS-DSCH channelization codes and
therefore must use a power offset for the highest CQI values, while category 10
UEs are able to receive up to 15 codes.

The CQI values listed are sorted in ascending order and the UE shall report the
highest CQI for which transmission with parameters corresponding to the CQI
result in a block error probability not exceeding 10%. The CQI values are cho-
sen such that an increase in CQI by one step corresponds to approximately 1 dB
increase in the instantaneous carrier-to-interference ratio on an AWGN channel.
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Figure 9.21 Timing relation for the CQI reports.

Measurements on the common pilot form the basis for the CQI. The CQI represents
the instantaneous channel conditions in a predefined 3-slot interval ending one slot
prior to the CQI transmission. Specifying which interval the CQI relates to allows
the NodeB to track changes in the channel quality between the CQI reports by using
the power control commands for the associated downlink (F-)DPCH as described
below. The timing of the CQI reports and the earliest possible time the report can
be used for scheduling purposes is illustrated in Figure 9.21.

The rate of the channel-quality reporting is configurable in the range of one report
per 2–160 ms. The CQI reporting can also be switched off completely.

As the scheduling and rate-adaptation algorithms are vendor specific, it is possible
to perform rate control based on other criteria than the UE reports as well, either
alone or in combination. Using the transmit power level of the associated DPCH
is one such possibility, where a high transmit power indicates unfavorable channel
conditions and a low DPCH transmit power indicates favorable conditions. Since
the power level is a relative measure of the channel quality and not reflects an
absolute subjective channel quality, this technique is advantageously combined
with infrequent UE quality reports. The UE reports provide an absolute quality
and the transmission power of the power-controlled DPCH can be used to update
this quality report between the reporting instances. This combined scheme works
quite well and can significantly reduce the frequency of the UE CQI reports as
long as the DPCH is not in soft handover. In soft handover the transmit power
of the different radio links involved in the soft handover are power controlled
such that the combined received signal is of sufficient quality. Consequently, the
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DPCH transmit power at the serving HS-DSCH cell does not necessarily reflect
the perceived UE channel quality. Hence, more frequent UE quality reports are
typically required in soft handover scenarios.

9.3.7 Downlink control signaling: HS-SCCH

The HS-SCCH, sometimes referred to as the shared control channel, is a shared
downlink physical channel that carries control signaling information needed for a
UE to be able to properly despread, demodulate and decode the HS-DSCH.

In each 2 ms interval corresponding to one HS-DSCH TTI, one HS-SCCH carries
physical-layer signaling to a single UE. As HSDPA supports HS-DSCH transmis-
sion to multiple users in parallel by means of code multiplexing, see Section 9.1.1,
multiple HS-SCCH may be needed in a cell. According to the specification, a UE
should be able to decode four HS-SCCHs in parallel. However, more than four
HS-SCCHs can be configured within a cell, although the need for this is rare.

HS-SCCH uses a spreading factor of 128 and has a time structure based on a
subframe of length 2 ms which is the same length as the HS-DSCH TTI. The
following information is carried on the HS-SCCH:

• The HS-DSCH transport format, consisting of:
– HS-DSCH channelization-code set [7 bits]
– HS-DSCH modulation scheme, QPSK/16QAM [1 bit]
– HS-DSCH transport-block size information [6 bits].

• Hybrid-ARQ-related information, consisting of:
– hybrid-ARQ process number [3 bits]
– redundancy version [3 bits]
– new-data indicator [1 bit].

• A UE ID that identifies the UE for which the HS-SCCH information is intended
[16 bits]. As will be described below, the UE ID is not explicitly transmitted
but implicitly included in the CRC calculation and HS-SCCH channel coding.

As described in Section 9.2.4, the HS-DSCH transport block can take 1 out of 254
different sizes. Each combination of channelization-code-set size and modulation
scheme corresponds to a subset of these transport-block sizes, where each subset
consists of 63 possible transport-block sizes. The 6-bit ‘HS-DSCH transport-block
size information’ indicates which out of the 63 possible transport-block sizes
is actually used for the HS-DSCH transmission in the corresponding TTI. The
transport-block sizes have been defined to make full use of code rates ranging from
1/3 to 1 for initial transmissions. For retransmissions, instantaneous code rates
larger than one can be achieved by indicating ‘the transport-block size is identical
to the previous transmission in this hybrid-ARQ process.’ This is indicated setting
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the ‘HS-DSCH transport-block size information’ field to 111111. This is useful
for additional scheduling flexibility, for example to retransmit only a small amount
of parity bit in case the latest CQI report indicates the UE ‘almost’ was able to
decode the original transmission.

Requirements on when different parts of the HS-SCCH information need to be
available to the UE has affected the detailed structure of the HS-SCCH channel
coding and physical-channel mapping. For UE complexity reasons, it is benefi-
cial if the channelization-code set is known to the UE prior to the start of the
HS-DSCH transmission. Otherwise, the UE would have to buffer the received sig-
nal on a sub-chip level prior to despreading or, alternatively, despread all potential
HS-DSCH codes up to the maximum of 15 codes. Knowing the modulation scheme
prior to the HS-DSCH subframe is also preferred as it allows for ‘on-the-fly’
demodulation. On the other hand, the transport-block size and the hybrid-ARQ-
related information are only needed at HS-DSCH decoding/soft combining, which
can anyway not start until the end of the HS-DSCH TTI. Thus, the HS-SCCH
information is split into two parts:

1. Part 1 consisting of channelization-code set and modulation scheme [total of
8 bits].

2. Part 2 consisting of transport-block size and hybrid-ARQ-related parameters
[total of 13 bits].

The HS-SCCH coding, physical-channel mapping and timing relation to the
HS-DSCH transmission is illustrated in Figure 9.22. The HS-DSCH channel cod-
ing is based on rate-1/3 convolutional coding, carried out separately for part 1 and
part 2. Part 1 is coded and rate matched to 40 bits to fit into the first slot of the
HS-SCCH subframe. Before mapping to the physical channel, the coded part 1 is
scrambled by a 40 bits UE-specific bit sequence. The sequence is derived from the
16 bits UE ID using rate-1/2 convolutional coding followed by puncturing. With
the scheme of Figure 9.22, the part 1 information can be decoded after one slot of
the HS-SCCH subframe. Furthermore, in case of more than one HS-SCCH, the
UE can find the correct HS-SCCH from the soft metric of the channel decoder
already after the first slot. One possible way for the UE to utilize the soft metric for
determining which (if any) of the multiple HS-SCCHs that carries control infor-
mation for the UE is to form the log-likelihood ratio between the most likely code
word and the second most likely code word for each HS-SCCH. The HS-SCCH
with the largest ratio is likely to be intended for the UE and can be selected for
further decoding of the part-2 information.

Part 2 is coded and rate matched to 80 bits to fit into the second and third slot of
the HS-SCCH. Part 2 includes a UE-specific CRC for error detection. The CRC
is calculated over all the information bits, both part 1 and part 2, as well as the UE
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Figure 9.22 HS-SCCH channel coding.

identity. The identity is not explicitly transmitted, but by including its ID when
calculating the CRC at the receiver, the UE can decide whether it was the intended
recipient or not. If the transmission is intended for another UE, the CRC will not
check.

In case of HS-DSCH transmission to a single UE in consecutive TTIs, the UE
must despread the HS-SCCH in parallel to the HS-DSCH channelization codes.
To reduce the number of required despreaders, the same HS-SCCH shall be used
when HS-DSCH transmission is carried out in consecutive TTI. This implies that,
when simultaneously receiving HS-DSCH, the UE only needs to despread a single
HS-SCCH.

In order to avoid waste of capacity, the HS-SCCH transmit power should be
adjusted to what is needed to reach the intended UE. Similar information used
for rate control of the HS-DSCH, for example the CQI reports, can be used to
power control the HS-SCCH.

9.3.8 Downlink control signaling: F-DPCH

As described in Section 9.2.1, for each UE for which HS-DSCH can be transmitted,
there is also an associated downlink DPCH. In principle, if all data transmission,
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Figure 9.23 Fractional DPCH (F-DPCH), introduced in Release 6.

including RRC signaling, is mapped to the HS-DSCH, there is no need to carry any
user data on the DPCH. Consequently, there is no need for downlink Transport-
Format Combination Indicator (TFCI) or dedicated pilots on such a DPCH. In this
case, the only use for the downlink DPCH in case of HS-DSCH transmission is to
carry power control commands to the UE in order to adjust the uplink transmission
power. This fact is exploited by the F-DPCH or fractional DPCH, introduced in
Release 6 as a means to reduce the amount of downlink channelization codes used
for dedicated channels. Instead of allocating one DPCH with spreading factor
256 for the sole purpose of transmitting one power control command per slot, the
F-DPCH allows up to ten UEs to share a single channelization code for this purpose.
In essence, the F-DPCH is a slot format supporting TPC bits only. Two TPC bits
(one QPSK symbol) is transmitted in one tenth of a slot, using a spreading factor
256, and the rest of the slot remains unused. By setting the downlink timing of
multiple UEs appropriately, as illustrated in Figure 9.23, up to ten UEs can then
share a single channelization code. This can also be seen as time-multiplexing
power control commands to several users on one channelization code.

9.3.9 Uplink control signaling: HS-DPCCH

For operation of the hybrid-ARQ protocol and to provide the NodeB with
knowledge about the instantaneous downlink channel conditions, uplink con-
trol signaling is required. This signaling is carried on an additional new uplink
physical channel, the HS-DPCCH, using a channelization code separate from the
conventional uplink DPCCH. The use of a separate channelization code for the
HS-DPCCH makes the HS-DPCCH ‘invisible’ to non-HSDPA-capable base sta-
tions and allows for the uplink being in soft handover even if not all NodeBs in
the active set support HSDPA.

The HS-DPCCH uses a spreading factor of 256 and is transmitted in parallel with
the other uplink channels as illustrated Figure 9.24. To reduce the uplink peak-
to-average ratio, the channelization code used for HS-DPCCH and if the HS-
DPCCH is mapped to the I or Q branch of this code depends on the maximum
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Figure 9.24 Basic structure of uplink signaling with IQ/code-multiplexed HS-DPCCH.

number of DPDCHs used by the transport-format combination set configured for
the UE.

As the HS-DPCCH spreading factor is 256, the HS-DPCCH allows for a total
of 30 channel bits per 2 ms subframe (3 slots). The HS-DPCCH information is
divided in such a way that the hybrid-ARQ acknowledgement is transmitted in the
first slot of the subframe while the channel-quality indication is transmitted in the
second and third slot, see Figure 9.24.

In order to minimize the hybrid-ARQ roundtrip time, the HS-DPCCH transmission
timing is not slot aligned to the other uplink channels. Instead, the HS-DPCCH
timing is defined relative to the end of the subframe carrying the corresponding
HS-DSCH data as illustrated in Figure 9.24. The timing is such that there are
approximately 7.5 slots (19 200 chips) of UE processing time available, from the
end of the HS-DSCH TTI to the transmission of the corresponding uplink hybrid-
ARQ acknowledgement. If the HS-DPCCH had been slot aligned to the uplink
DPCCH, there would have been an uncertainty of one slot in the HS-DSCH/
HS-DPCCH timing. This uncertainty would have reduced the processing time
available for the UE/NodeB by one slot.

Due to the alignment between the uplink HS-DPCCH and the downlink
HS-DSCH, the HS-DPCCH will not necessarily be slot aligned with the uplink
DPDCH/DPCCH. However, note that the HS-DPCCH is always aligned to the
uplink DPCCH/DPDCH on a 256-chip basis in order to keep uplink orthogonality.
As a consequence, the HS-DPCCH cannot have a completely fixed transmit timing
relative to the received HS-DSCH. Instead the HS-DPCCH transmit timing varies
in an interval 19 200 chips to 19 200 + 255 chips. Note that CQI and ACK/NAK are
transmitted independently of each other. In subframes where no ACK/NAK or CQI
is to be transmitted, nothing is transmitted in the corresponding HS-DPCCH field.

The hybrid-ARQ acknowledgement consists of a single information bit, ACK or
NAK, indicating whether the HS-DSCH was correctly decoded (the CRC checked)
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Figure 9.25 Detection threshold for the ACK/NAK field of HS-DPCCH.

or not. ACK or NAK is only transmitted in case the UE correctly received the HS-
SCCH control signaling. If no HS-SCCH control signaling intended for the UE
was detected, nothing is transmitted in the ACK/NAK field (DTX). This reduces
the uplink load as only the UEs to which HS-DSCH data was actually sent in a
TTI transmit an ACK/NAK on the uplink. The single-bit ACK is repetition coded
into 10 bits to fit into the first slot of a HS-DPCCH subframe.

Reliable reception of the uplink ACK/NAK requires a sufficient amount of energy.
In some situations where the UE is power limited, it may not be possible to col-
lect enough energy by transmitting the ACK/NAK over a single slot. Therefore,
there is a possibility to configure the UE to repeat the ACK/NAK in N subse-
quent ACK/NAK slots. Naturally, when the UE is configured to transmit repeated
acknowledgements, it cannot receive HS-DSCH data in consecutive TTIs, as the
UE would then not be able to acknowledge all HS-DSCH data. Instead there must
be at least N −1 idle 2 ms subframes between each HS-DSCH TTI in which data is
to be received. Examples when repetition of the acknowledgements can be useful
are very large cells, or in some soft handover situations. In soft handover, the uplink
can be power controlled by multiple NodeBs. If any of the non-serving NodeBs
has the best uplink, the received HS-DPCCH quality at the serving NodeB may
not be sufficient and repetition may therefore be necessary.

As mentioned earlier, the impact of ACK-to-NAK and NAK-to-ACK errors are
different, leading to different requirements. In addition, the DTX-to-ACK error
case also has to be handled. If the UE misses the scheduling information and the
NodeB misinterprets the DTX as ACK, data loss in the hybrid ARQ will occur.
An asymmetric decision threshold in the ACK/NAK detector should therefore
preferably be used as illustrated in Figure 9.25. Based on the noise variance at the
ACK/NAK detector, the threshold can be computed to meet a certain DTX-to-ACK
error probability, for example, 10−2, after which the transmission power of the
ACK and NAK can be set to meet the remaining error requirements (ACK-to-NAK
and NAK-to-ACK).
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Figure 9.26 Enhanced ACK/NAK using PRE and POST.

In Release 6 of the WCDMA specifications, an enhancement to the ACK/NAK
signaling has been introduced. In addition to the ACK and NAK, the UE may also
transmit two additional code words, PRE and POST, on the HS-DPCCH. A UE
configured to use the enhancement will transmit PRE and POST in the subframes
preceding and succeeding, respectively, the ACK/NAK (unless these subframes
were used by the ACK/NAK for other transport blocks). Thus, an ACK will cause a
transmission spanning multiple subframes and the power can therefore be reduced
while maintaining the same ACK-to-NAK error rate (Figure 9.26).

The CQI consists of five information bits. A (20,5) block code is used to code this
information to 20 bits, which corresponds to two slots on the HS-DPCCH. Simi-
larly to the ACK/NAK, repetition of the CQI field over multiple 2 ms subframes
is possible and can be used to provide improved coverage.
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Enhanced Uplink

Enhanced Uplink, also known as High-Speed Uplink Packet Access (HSUPA), has
been introduced in WCDMA Release 6. It provides improvements in WCDMA
uplink capabilities and performance in terms of higher data rates, reduced latency,
and improved system capacity, and is therefore a natural complement to HSDPA.
Together, the two are commonly referred to as High-Speed Packet Access (HSPA).
The specifications of Enhanced Uplink can be found in [101] and the references
therein.

10.1 Overview

At the core of Enhanced Uplink are two basic technologies used also for HSDPA –
fast scheduling and fast hybrid ARQ with soft combining. For similar reasons as
for HSDPA, Enhanced Uplink also introduces a short 2 ms uplink TTI. These
enhancements are implemented in WCDMA through a new transport channel, the
Enhanced Dedicated Channel (E-DCH).

Although the same technologies are used both for HSDPA and Enhanced Uplink,
there are fundamental differences between them, which has affected the detailed
implementation of the features:

• In the downlink, the shared resource is transmission power and the code space,
both of which are located in one central node, the NodeB. In the uplink, the
shared resource is the amount of allowed uplink interference, which depends
on the transmission power of multiple distributed nodes, the UEs.

• The scheduler and the transmission buffers are located in the same node in the
downlink, while in the uplink the scheduler is located in the NodeB while
the data buffers are distributed in the UEs. Hence, the UEs need to signal buffer
status information to the scheduler.

• The WCDMA uplink, also with Enhanced Uplink, is inherently non-orthogonal,
and subject to interference between uplink transmissions within the same cell.

185
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This is in contrast to the downlink, where different transmitted channels are
orthogonal. Fast power control is therefore essential for the uplink to handle
the near-far problem.1 The E-DCH is transmitted with a power offset relative
to the power-controlled uplink control channel and by adjusting the maximum
allowed power offset, the scheduler can control the E-DCH data rate. This is in
contrast to HSDPA, where a (more or less) constant transmission power with
rate adaptation is used.

• Soft handover is supported by the E-DCH. Receiving data from a terminal in
multiple cells is fundamentally beneficial as it provides diversity, while trans-
mission from multiple cells in case of HSDPA is cumbersome and with ques-
tionable benefits as discussed in the previous chapter. Soft handover also implies
power control by multiple cells, which is necessary to limit the amount of inter-
ference generated in neighboring cells and to maintain backward compatibility
and coexistence with UE not using the E-DCH for data transmission.

• In the downlink, higher-order modulation, which trades power efficiency for
bandwidth efficiency, is useful to provide high data rates in some situations,
for example when the scheduler has assigned a small number of channelization
codes for a transmission but the amount of available transmission power is rel-
atively high. The situation in the uplink is different; there is no need to share
channelization codes between users and the channel coding rates are therefore
typically lower than for the downlink. Hence, unlike the downlink, higher-order
modulation is less useful in the uplink macro-cells and therefore not part of the
first release of enhanced uplink.2

With these differences in mind, the basic principles behind Enhanced Uplink can
be discussed.

10.1.1 Scheduling

For Enhanced Uplink, the scheduler is a key element, controlling when and at
what data rate the UE is allowed to transmit. The higher the data rate a ter-
minal is using, the higher the terminal’s received power at the NodeB must be
to maintain the Eb/N0 required for successful demodulation. By increasing the
transmission power, the UE can transmit at a higher data rate. However, due to
the non-orthogonal uplink, the received power from one UE represents interfer-
ence for other terminals. Hence, the shared resource for Enhanced Uplink is the
amount of tolerable interference in the cell. If the interference level is too high,

1 The near-far problem describes the problem of detecting a weak user, located far from the transmitter, when
a user close to the transmitter is active. Power control ensured the signals are received at a similar strength,
therefore, enabling detection of both users’ transmissions.
2 Uplink higher-order modulation is introduced in Release 7; see Chapter 12 for further details.
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Figure 10.1 Enhanced Uplink scheduling framework.

some transmissions in the cell, control channels and non-scheduled uplink trans-
missions, may not be received properly. On the other hand, a too low interference
level may indicate that UEs are artificially throttled and the full system capacity
not exploited. Therefore, Enhanced Uplink relies on a scheduler to give users
with data to transmit permission to use an as high data rate as possible without
exceeding the maximum tolerable interference level in the cell.

Unlike HSDPA, where the scheduler and the transmission buffers both are located
in the NodeB, the data to be transmitted resides in the UEs for the uplink case. At
the same time, the scheduler is located in the NodeB to coordinate different UEs
transmission activities in the cell. Hence, a mechanism for communicating the
scheduling decisions to the UEs and to provide buffer information from the UEs
to the scheduler is required. The scheduling framework for Enhanced Uplink is
based on scheduling grants sent by the NodeB scheduler to control the UE trans-
mission activity and scheduling requests sent by the UEs to request resources. The
scheduling grants control the maximum allowed E-DCH-to-pilot power ratio the
terminal may use; a larger grant implies the terminal may use a higher data rate but
also contributes more to the interference level in the cell. Based on measurements
of the (instantaneous) interference level, the scheduler controls the scheduling
grant in each terminal to maintain the interference level in the cell at a desired
target (Figure 10.1).

In HSDPA, typically a single user is addressed in each TTI. For Enhanced Uplink,
the implementation-specific uplink scheduling strategy in most cases schedules
multiple users in parallel. The reason is the significantly smaller transmit power
of a terminal compared to a NodeB: a single terminal typically cannot utilize the
full cell capacity on its own.

Inter-cell interference also needs to be controlled. Even if the scheduler has allowed
a UE to transmit at a high data rate based on an acceptable intra-cell interference
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level, this may cause non-acceptable interference to neighboring cells. Therefore,
in soft handover, the serving cell has the main responsibility for the scheduling
operation, but the UE monitors scheduling information from all cells with which
the UE is in soft handover. The non-serving cells can request all its non-served
users to lower their E-DCH data rate by transmitting an overload indicator in the
downlink. This mechanism ensures a stable network operation.

Fast scheduling allows for a more relaxed connection admission strategy. A larger
number of bursty high-rate packet-data users can be admitted to the system as
the scheduling mechanism can handle the situation when multiple users need to
transmit in parallel. If this creates an unacceptably high interference level in the
system, the scheduler can rapidly react and restrict the data rates they may use.
Without fast scheduling, the admission control would have to be more conser-
vative and reserve a margin in the system in case of multiple users transmitting
simultaneously.

10.1.2 Hybrid ARQ with soft combining

Fast hybrid ARQ with soft combining is used by Enhanced Uplink for basically
the same reason as for HSDPA – to provide robustness against occasional trans-
mission errors. A similar scheme as for HSDPA is used. For each transport block
received in the uplink, a single bit is transmitted from the NodeB to the UE to indi-
cate successful decoding (ACK) or to request a retransmission of the erroneously
received transport block (NAK).

One main difference compared to HSDPA stems from the use of soft handover
in the uplink. When the UE is in soft handover, this implies that the hybrid ARQ
protocol is terminated in multiple cells. Consequently, in many cases, the trans-
mitted data may be successfully received in some NodeBs but not in others. From
a UE perspective, it is sufficient if at least one NodeB successfully receives the
data. Therefore, in soft handover, all involved NodeBs attempt to decode the data
and transmits an ACK or a NAK. If the UE receives an ACK from at least one of
the NodeBs, the UE considers the data to be successfully received.

Hybrid ARQ with soft combining can be exploited not only to provide robust-
ness against unpredictable interference, but also to improve the link efficiency
to increase capacity and/or coverage. One possibility to provide a data rate of
x Mbit/s is to transmit at x Mbit/s and set the transmission power to target a low
error probability (in the order of a few percent) in the first transmission attempt.
Alternatively, the same resulting data rate can be provided by transmitting using
n times higher data rate at an unchanged transmission power and use multiple
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hybrid ARQ retransmissions. From the discussion in Chapter 7, this approach on
average results in a lower cost per bit (a lower Eb/N0) than the first approach.
The reason is that, on average, less than n transmissions will be used. This is
sometimes known as early termination gain and can be seen as implicit rate adap-
tation. Additional coded bits are only transmitted when necessary. Thus, the code
rate after retransmissions is determined by what was needed by the instantaneous
channel conditions. This is exactly what rate adaptation also tries to achieve, the
main difference being that rate adaptation tries to find the correct code rate prior
to transmission. The same principle of implicit rate adaptation can also be used for
HS-DSCH in the downlink to improve the link efficiency.

10.1.3 Architecture

For efficient operation, the scheduler should be able to exploit rapid variations in
the interference level and the channel conditions. Hybrid ARQ with soft combining
also benefits from rapid retransmissions as this reduces the cost of retransmissions.
These two functions should therefore reside close to the radio-interface. As a
result, and for similar reasons as for HSDPA, the scheduling and hybrid ARQ
functionalities of Enhanced Uplink are located in the NodeB. Furthermore, also
similar to the HSDPA design, it is preferable to keep all radio-interface layers above
MAC intact. Hence, ciphering, admission control, etc., is still under the control
of the RNC. This also allows for a smooth introduction of Enhanced Uplink in
selected areas; in cells not supporting E-DCH transmissions, channel switching
can be used to map the user’s data flow onto the DCH instead.

Following the HSDPA design philosophy, a new MAC entity, the MAC-e, is intro-
duced in the UE and NodeB. In the NodeB, the MAC-e is responsible for support
of fast hybrid ARQ retransmissions and scheduling, while in the UE, the MAC-e
is responsible for selecting the data rate within the limits set by the scheduler in
the NodeB MAC-e.

When the UE is in soft handover with multiple NodeBs, different transport blocks
may be successfully decoded in different NodeBs. Consequently, one transport
block may be successfully received in one NodeB while another NodeB is still
involved in retransmissions of an earlier transport block. Therefore, to ensure in-
sequence delivery of data blocks to the RLC protocol, a reordering functionality
is required in the RNC in the form of a new MAC entity, the MAC-es. In soft
handover, multiple MAC-e entities are used per UE as the data is received in
multiple cells. However, the MAC-e in the serving cell has the main responsibility
for the scheduling; the MAC-e in a non-serving cell is mainly handling the hybrid
ARQ protocol (Figure 10.2).
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Figure 10.2 The architecture with E-DCH (and HS-DSCH) configured.

10.2 Details of Enhanced Uplink

To support uplink scheduling and hybrid ARQ with soft combining in WCDMA, a
new transport-channel type, the Enhanced Dedicated Channel (E-DCH) has been
introduced in Release 6. The E-DCH can be configured simultaneously with one
or several DCHs. Thus, high-speed packet-data transmission on the E-DCH can
occur at the same time as services using the DCH from the same UE.

A low delay is one of the key characteristics of Enhanced Uplink and required for
efficient packet-data support. Therefore, a short TTI of 2 ms is supported by the
E-DCH to allow for rapid adaptation of transmission parameters and reduction of
the end-user delays associated with packet-data transmission. Not only does this
reduce the cost of a retransmission, the transmission time for the initial transmis-
sion is also reduced. Physical-layer processing delay is typically proportional to
the amount of data to process and the shorter the TTI, the smaller the amount of
data to process in each TTI for a given data rate. At the same time, in deployments
with relatively modest data rates, for example in large cells, a longer TTI may
be beneficial as the payload in a 2 ms TTI can become unnecessarily small and
the associated relative overhead too large. Hence, the E-DCH supports two TTI
lengths, 2 and 10 ms, and the network can configure the appropriate value. In
principle, different UEs can be configured with different TTIs.
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Figure 10.3 Separate processing of E-DCH and DCH.

The E-DCH is mapped to a set of uplink channelization codes known as E-DCH
Dedicated Physical Data Channels (E-DPDCHs). Depending on the instanta-
neous data rate, the number of E-DPDCHs and their spreading factors are both
varied.

Simultaneous transmission of E-DCH and DCH is possible as discussed above.
Backward compatibility requires the E-DCH processing to be invisible to a NodeB
not supporting Enhanced Uplink. This has been solved by separate processing
of the DCH and E-DCH and mapping to different channelization code sets as
illustrated in Figure 10.3. If the UE is in soft handover with multiple cells, of which
some does not support Enhanced Uplink, the E-DCH transmission is invisible to
these cells. This allows for a gradual upgrade of an existing network. An additional
benefit with the structure is that it simplifies the introduction of the 2 ms TTI and
also provides greater freedom in the selection of hybrid ARQ processing.

Downlink control signaling is necessary for the operation of the E-DCH. The down-
link, as well as uplink, control channels used for E-DCH support are illustrated in
Figure 10.4, together with the channels used for HSDPA.
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Figure 10.4 Overall channel structure with HSDPA and Enhanced Uplink. The new channels
introduced as part of Enhanced Uplink are shown with dashed lines.

Obviously, the NodeB needs to be able to request retransmissions from the UE as
part of the hybrid ARQ mechanism. This information, the ACK/NAK, is sent on
a new downlink dedicated physical channel, the E-DCH Hybrid ARQ Indicator
Channel (E-HICH). Each UE with E-DCH configured receives one E-HICH of its
own from each of the cells which the UE is in soft handover with.

Scheduling grants, sent from the scheduler to the UE to control when and at what
data rate the UE is transmitting, can be sent to the UE using the shared E-DCH
Absolute Grant Channel (E-AGCH). The E-AGCH is sent from the serving cell
only as this is the cell having the main responsibility for the scheduling operation
and is received by all UEs with an E-DCH configured. In addition, scheduling
grant information can also be conveyed to the UE through an E-DCH Relative
Grant Channel (E-RGCH). The E-AGCH is typically used for large changes in
the data rate, while the E-RGCH is used for smaller adjustments during an ongoing
data transmission. This is further elaborated upon in the discussion on scheduling
operation below.

Since the uplink by design is non-orthogonal, fast closed-loop power control is
necessary to address the near-far problem. The E-DCH is no different from any
other uplink channel and is therefore power controlled in the same way as other
uplink channels. The NodeB measures the received signal-to-interference ratio
and sends power control commands in the downlink to the UE to adjust the trans-
mission power. Power control commands can be transmitted using DPCH or, to
save channelization codes, the fractional DPCH, F-DPCH.

In the uplink, control signaling is required to provide the NodeB with the necessary
information to be able to demodulate and decode the data transmission. Even
though, in principle, the serving cell could have this knowledge as it has issued
the scheduling grants, the non-serving cells in soft handover clearly do not have
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this information. Furthermore, as discussed below, the E-DCH also supports non-
scheduled transmissions. Hence, there is a need for out-band control signaling in
the uplink, and the E-DCH Dedicated Physical Control Channel (E-DPCCH) is
used for this purpose.

10.2.1 MAC-e and physical layer processing

Similar to HSDPA, short delays and rapid adaptation are important aspects of the
Enhanced Uplink. This is implemented by introducing the MAC-e, a new entity
in the NodeB responsible for scheduling and hybrid ARQ protocol operation. The
physical layer is also enhanced to provide the necessary support for a short TTI
and for soft combining in the hybrid ARQ mechanism.

In soft handover, uplink data can be received in multiple NodeBs. Consequently,
there is a need for a MAC-e entity in each of the involved NodeBs to handle the
hybrid ARQ protocol. The MAC-e in the serving cell is, in addition, responsible
for handling the scheduling operation.

To handle the Enhanced Uplink processing in the terminal, there is also a MAC-e
entity in the UE. This can be seen in Figure 10.5, where the Enhanced Uplink
processing in the UE is illustrated. The MAC-e in the UE consists of MAC-e
multiplexing, transport format selection, and the protocol parts of the hybrid ARQ
mechanism.

Mixed services, for example simultaneous file upload and VoIP, are supported.
Hence, as there is only a single E-DCH transport channel, data from multiple
MAC-d flows can be multiplexed through MAC-e multiplexing. The different
services are in this case typically transmitted on different MAC-d flows as they
may have different quality-of-service requirements.

Only the UE has accurate knowledge about the buffer situation and power situation
in the UE at the time of transmission of a transport block in the uplink. Hence,
the UE is allowed to autonomously select the data rate or, strictly speaking, the
E-DCH Transport Format Combination (E-TFC). Naturally, the UE needs to take
the scheduling decisions into account in the transport format selection; the schedul-
ing decision represents an upper limit of the data rate the UE is not allowed to
exceed. However, it may well use a lower data rate, for example if the trans-
mit power does not support the scheduled data rate. E-TFC selection, including
MAC-e multiplexing, is discussed further in conjunction with scheduling.

The hybrid ARQ protocol is similar to the one used for HSDPA, that is multiple
stop-and-wait hybrid ARQ processes operated in parallel. There is one major
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Figure 10.5 MAC-e and physical-layer processing.

difference though – when the terminal is in soft handover with several NodeBs,
the hybrid ARQ protocol is terminated in multiple nodes.

Physical layer processing is straightforward and has several similarities with the
HS-DSCH physical layer processing. From the MAC-e in the UE, data is passed
to the physical layer in the form of one transport block per TTI on the E-DCH.
Compared to the DCH coding and multiplexing chain, the overall structure of the
E-DCH physical layer processing is simpler as there is only a single E-DCH and
hence no transport channel multiplexing.

A 24-bit CRC is attached to the single E-DCH transport block to allow the hybrid
ARQ mechanism in the NodeB to detect any errors in the received transport block.
Coding is done using the same rate 1/3 Turbo coder as used for HSDPA.

The physical layer hybrid ARQ functionality is implemented in a similar way as
for HSDPA. Repetition or puncturing of the bits from the Turbo coder is used to
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adjust the number of coded bits to the number of channel bits. By adjusting the
puncturing pattern, different redundancy versions can be generated.

Physical channel segmentation distributes the coded bits to the different channel-
ization codes used, followed by interleaving and modulation.

10.2.2 Scheduling

Scheduling is one of the fundamental technologies behind Enhanced Uplink. In
principle, scheduling is possible already in the first version of WCDMA, but
Enhanced Uplink supports a significantly faster scheduling operation thanks to
the location of the scheduler in the NodeB.

The responsibility of the scheduler is to control when and at what data rate a UE
is allowed to transmit, thereby controlling the amount of interference affecting
other users at the NodeB. This can be seen as controlling each UE’s consumption
of common resources, which in case of Enhanced Uplink is the amount of toler-
able interference, that is the total received power at the base station. The amount
of common uplink resources a terminal is using depends on the data rate used.
Generally, the higher the data rate, the larger the required transmission power and
thus the higher the resource consumption.

The term noise rise or rise-over-thermal is often used when discussing uplink
operation. Noise rise, defined as (I0 + N0)/N0 where N0 and I0 are the noise and
interference power spectral densities, respectively, is a measure of the increase in
interference in the cell due to the transmission activity. For example, 0 dB noise rise
indicates an unloaded system and 3 dB noise rise implies a power spectral density
due to uplink transmission equal to the noise spectral density. Although noise rise
as such is not of major interest, it has a close relation to coverage and uplink load. A
too large noise rise would result in loss of coverage for some channels – a terminal
may not have sufficient transmission power available to reach the required Eb/N0

at the base station. Hence, the uplink scheduler must keep the noise rise within
acceptable limits.

Channel-dependent scheduling, which typically is used in HSDPA, is possible for
the uplink as well, but it should be noted that the benefits are different. As fast
power control is used for the uplink, a terminal transmitting when the channel
conditions are favorable will generate the same amount of interference in the
cell as a terminal transmitting in unfavorable channel conditions, given the same
data rate for the two. This is in contrast to HSDPA, where in principle a constant
transmission power is used and the data rates are adapted to the channel conditions,
resulting in a higher data rate for users with favorable radio conditions. However,
for the uplink the transmission power will be different for the two terminals. Hence,
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the amount of interference generated in neighboring cells will differ. Channel-
dependent scheduling will therefore result in a lower noise rise in the system,
thereby improving capacity and/or coverage.

In practical cases, the transmission power a UE is limited by several factors,
both regulatory restrictions and power amplifier implementation restrictions. For
WCDMA, different power classes are specified limiting the maximum power the
UE can use to, where 21 dBm is a common value of the maximum power. This
affects the discussion on uplink scheduling, making channel-dependent scheduling
beneficial also from an intra-cell perspective. A UE scheduled when the channel
conditions are beneficial encounters a reduced risk of hitting its transmission power
limitation. This implies that the UE is likely to be able to transmit at a higher data
rate if scheduled to transmit at favorable channel conditions. Therefore, taking
channel conditions into account in the uplink scheduling decisions will improve
the capacity, although the difference between non-channel-dependent and channel-
dependent scheduling in most cases not are as large as in the downlink case.

Round-robin scheduling is one simple example of an uplink scheduling strategy,
where terminals take turn in transmitting in the uplink. Similar to round-robin
scheduling in HSDPA, this results in TDMA-like operation and avoids intra-cell
interference due to the non-orthogonal uplink. However, as the maximum trans-
mission power of the terminals is limited, a single terminal may not be able to
fully utilize the uplink capacity when transmitting and thus reducing the uplink
capacity in the cell. The larger the cells, the higher the probability that the UE
does not have sufficient transmit power available.

To overcome this, an alternative is to assign the same data rate to all users hav-
ing data to transmit and to select this data rate such that the maximum cell load
is respected. This results in maximum fairness in terms of the same data rate
for all users, but does not maximize the capacity of the cell. One of the bene-
fits though is the simple scheduling operation – there is no need to estimate the
uplink channel quality and the transmission power status for each UE. Only the
buffer status of each UE and the total interference level in the cell is required.

With greedy filling, the terminal with the best radio conditions is assigned as high
data rate as possible. If the interference level at the receiver is smaller than the
maximum tolerable level, the terminal with the second best channel conditions
is allowed to transmit as well, continuing with more and more terminals until
the maximum tolerable interference level at the receiver is reached. This strategy
maximizes the radio-interface utilization but is achieved at the cost of potentially
large differences in data rates between users. In the extreme case, a user at the cell
border with poor channel conditions may not be allowed to transmit at all.
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Strategies between these two can also be considered such as different proportional
fair strategies. This can be achieved by including a weighting factor for each user,
proportional to the ratio between the instantaneous and average data rates, into
the greedy filling algorithm. In a practical scenario, it is also necessary to take
the transport network capacity and the processing resources in the base station
into account in the scheduling decision, as well as the priorities for different data
flows.

The above discussion of different scheduling strategies assumed all UEs having
an infinite amount of data to transmit (full buffers). Similarly as the discussion
for HSDPA, the traffic behavior is important to take into account when comparing
different scheduling strategies. Packet-data applications are typically bursty in
nature with large and rapid variations in their resource requirements. Hence, the
overall target of the scheduler is to allocate a large fraction of the shared resource
to users momentarily requiring high data rates, while at the same time ensuring
stable system operation by keeping the noise rise within limits.

A particular benefit of fast scheduling is the fact that it allows for a more relaxed
connection admission strategy. For the DCH, admission control typically has to
reserve resources relative to the peak data rate as there are limited means to recover
from an event when many or all users transmit simultaneously with their maxi-
mum rate. Admission relative to the peak rate results in a rather conservative
admission strategy for bursty packet-data applications. With fast scheduling, a
larger number of packet-data users can be admitted since fast scheduling pro-
vides means to control the load in case many users request for transmission
simultaneously.

10.2.2.1 Scheduling framework for Enhanced Uplink
The scheduling framework for Enhanced Uplink is generic in the sense the control
signaling allows for several different scheduling implementations. One major dif-
ference between uplink and downlink scheduling is the location of the scheduler
and the information necessary for the scheduling decisions.

In HSDPA, the scheduler and the buffer status are located at the same node, the
NodeB. Hence, the scheduling strategy is completely implementation dependent
and there is no need to standardize any buffer status signaling to support the
scheduling decisions.

In Enhanced Uplink, the scheduler is still located in the NodeB to control the
transmission activity of different UEs, while the buffer status information is dis-
tributed among the UEs. In addition to the buffer status, the scheduler also need
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information about the available transmission power in the UE: if the UE is close
to its maximum transmission power there is no use in scheduling a (significantly)
higher data rate. Hence, there is a need to specify signaling to convey buffer status
and power availability information from the UE to the NodeB.

The basis for the scheduling framework is scheduling grants sent by the NodeB
to the UE and limiting the E-DCH data rate and scheduling requests sent from the
UE to the NodeB to request permission to transmit (at a higher rate than currently
allowed). Scheduling decisions are taken by the serving cell, which has the main
responsibility for scheduling as illustrated in Figure 10.6 (in case of simultaneous
HSDPA and Enhanced Uplink, the same cell is the serving cell for both). However,
when in soft handover, the non-serving cells have a possibility to influence the UE
behavior to control the inter-cell interference.

Providing the scheduler with the necessary information about the UE situation,
taking the scheduling decision based on this information, and communicating the
decision back to the UE takes a non-zero amount of time. The situation at the UE in
terms of buffer status and power availability may therefore be different at the time
of transmission compared to the time of providing the information to the NodeB
UE buffer situation. For example, the UE may have less data to transmit than
assumed by the scheduler, high-priority data may have entered the transmission
buffer or the channel conditions may have worsened such that the UE has less
power available for data transmission. To handle such situations and to exploit
any interference reductions due to a lower data rate, the scheduling grant does not
set the E-DCH data rate, but rather an upper limit of the resource usage. The UE
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Figure 10.6 Overview of the scheduling operation.
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select the data rate or, more precisely, the E-DCH Transport Format Combination
(E-TFC) within the restrictions set by the scheduler.

The serving grant is an internal variable in each UE, used to track the maxi-
mum amount of resource the UE is allowed to use. It is expressed as a maximum
E-DPDCH-to-DPCCH power ratio and the UE is allowed to transmit from any
MAC-d flow and using any transport block size as long as it does not exceed the
serving grant. Hence, the scheduler is responsible for scheduling between UEs,
while the UEs themselves are responsible to schedule between MAC-d flows
according to rules in the specifications. Basically, a high-priority flow should be
served before a low-priority flow.

Expressing the serving grant as a maximum power ratio is motivated by the fact that
the fundamental quantity the scheduler is trying to control is uplink interference,
which is directly proportional to transmission power. The E-DPDCH transmis-
sion power is defined relative to the DPCCH to ensure the E-DPDCH is affected
by the power control commands. As the E-DPDCH transmission power typically
is significantly larger than the DPCCH transmission power, the E-DPDCH-to-
DPCCH power ratio is roughly proportional to the total transmission power,
(PE-DPDCH + PDPCCH)/PDPCCH ≈ PE-DPDCH/PDPCCH, and thus setting a limit on
the maximum E-DPCCH-to-DPCCH power ration corresponds to control of the
maximum transmission power of the UE.

The NodeB can update the serving grant in the UE by sending an absolute grant
or a relative grant to the UE (Figure 10.7). Absolute grants are transmitted on the
shared E-AGCH and are used for absolute changes of the serving grant. Typically,
these changes are relatively large, for example to assign the UE a high data rate
for an upcoming packet transmission.

E-TFC selection

Serving grant

Absolute grant Relative grant Signaled from NodeB

Internal variable maintained in the UE

Determines uplink data rate

Uplink data rate

E-DPDCH-to-DPCCH power ratio

Figure 10.7 The relation between absolute grant, relative grant and serving grant.
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Relative grants are transmitted on the E-RGCH and are used for relative changes
of the serving grant. Unlike the absolute grants, these changes are small; the
change in transmission power due to a relative grant is typically in the order of
1 dB. Relative grants can be sent from both serving and, in case of the UE being
in soft handover, also from the non-serving cells. However, there is a significant
difference between the two and the two cases deserve to be treated separately.

Relative grants from the serving cell are dedicated for a single UE, that is each UE
receives its own relative grant to allow for individual adjustments of the serving
grants in different UEs. The relative grant is typically used for small, possibly
frequent, updates of the data rate during an ongoing packet transmission. A relative
grant from the serving cell can take one of the three values: ‘UP’, ‘HOLD’, or
‘DOWN.’ The ‘up’ (‘down’) command instructs the UE to increase (decrease) the
serving grant, that is to increase (decrease) the maximum allowed E-DPDCH-to-
DPCCH power ratio compared to the last used power ratio, where the last used
power ratio refers to the previous TTI in the same hybrid ARQ process. The ‘hold’
command instructs the UE not to change the serving grant. An illustration of the
operation is found in Figure 10.8.

Relative grants from non-serving cells are used to control inter-cell interference.
The scheduler in the serving cell has no knowledge about the interference to
neighboring cells due to the scheduling decisions taken. For example, the load in
the serving cell may be low and from that perspective, it may be perfectly fine
to schedule a high-rate transmission. However, the neighboring cell may not be
able to cope with the additional interference caused by the high-rate transmission.
Hence, there must be a possibility for the non-serving cell to influence the data
rates used. In essence, this can be seen as an ‘emergency break’ or an ‘overload
indicator,’ commanding non-served UEs to lower their data rate.

Although the name ‘relative grant’ is used also for the overload indicator, the
operation is quite different from the relative grant from the serving cell. First, the
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overload indicator is a common signal received by all UEs. Since the non-serving
cell only is concerned about the total interference level from the neighboring cell,
and not which UE that is causing the interference, a common signal is sufficient.
Furthermore, as the non-serving cell is not aware of the traffic priorities, etc., of
the UEs it is not serving, there would be no use in having dedicated signaling from
the non-serving cell.

Second, the overload indicator only takes two, not three, values – ‘DTX’ and
‘down,’ where the former does not affect the UE operation. All UEs receiving
‘down’ from any of the non-serving cells decrease their respective serving grant
relative to the previous TTI in the same hybrid ARQ process.

10.2.2.2 Scheduling information
For efficient scheduling, the scheduler obviously needs information about the UE
situation, both in terms of buffer status and in terms of the available transmission
power. Naturally, the more detailed the information is, the better the possibili-
ties for the scheduler to take accurate and efficient decisions. However, at the
same time, the amount of information sent in the uplink should be kept low not
to consume excessive uplink capacity. These requirements are, to some extent,
contradicting and are in Enhanced Uplink addressed by providing two mechanism
complementing each other: the out-band ‘happy bit’ transmitted on the E-DPCCH
and in-band scheduling information transmitted on the E-DCH.

Out-band signaling is done through a single bit on the E-DPCCH, the ‘happy bit.’
Whenever the UE has available power for the E-DCH to transmit at a higher data
rate compared to what is allowed by the serving grant, and the number of bits
in the buffer would require more than a certain number of TTIs, the UE shall
set the bit to ‘not happy’ to indicate that it would benefit from a higher serving
grant. Otherwise, the UE shall declare ‘happy.’ Note that the happy bit is only
transmitted in conjunction with an ongoing data transmission as the E-DPCCH is
only transmitted together with the E-DPDCH.

In-band scheduling information provides detailed information about the buffer
occupancy, including priority information, and the transmission power available
for the E-DCH. The in-band information is transmitted in the same way as user data,
either alone or as part of a user data transmission. Consequently, this information
benefits from hybrid ARQ with soft combining. As in-band scheduling information
is the only mechanism for the unscheduled UE to request resources, the scheduling
information can be sent non-scheduled and can therefore be transmitted regardless
of the serving grant. Non-scheduled transmissions are not restricted to scheduling
information only; the network can configure non-scheduled transmissions also for
other data.
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10.2.3 E-TFC selection

The E-TFC selection is responsible for selecting the transport format of the E-DCH,
thereby determining the data rate to be used for uplink transmission, and to control
MAC-e multiplexing. Clearly, the selection needs to take the scheduling decisions
taken by the NodeB into account, which is done through the serving grant as previ-
ously discussed. MAC-e multiplexing, on the other hand, is handled autonomously
by the UE. Hence, while the scheduler handles resource allocation between UEs,
the E-TFC selection controls resource allocation between flows within the UE.
The rules for multiplexing of the flows are given by the specification; in principle,
high-priority data shall be transmitted before any data of lower priority.

Introduction of the E-DCH needs to take coexistence with DCHs into account. If
this is not done, services mapped onto DCHs could be affected. This would be a
non-desirable situation as it may require reconfiguration of parameters set for DCH
transmission. Therefore, a basic requirement is to serve DCH traffic first and only
spend otherwise unused power resources on the E-DCH. Comparisons can be made
with HSDPA, where any dedicated channels are served first and the HS-DSCH
may use the otherwise unused transmission power. Therefore, TFC selection is
performed in two steps. First, the normal DCH TFC selection is performed as
in previous releases. The UE then estimates the remaining power and a second
TFC selection step is performed where E-DCH can use the remaining power. The
overall E-TFC selection procedure is illustrated in Figure 10.9.

Each E-TFC has an associated E-DPDCH-to-DPCCH power offset. Clearly, the
higher the data rate, the higher the power offset. When the required transmitter
power for different E-TFCs has been calculated, the UE can calculate the possible
E-TFCs to use from a power perspective. The UE then selects the E-TFC by
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Figure 10.9 Illustration of the E-TFC selection process.



Ch10-P372533.tex 11/5/2007 19: 23 Page 203

Enhanced Uplink 203

maximizing the amount of data that can be transmitted given the power constraint
and the scheduling grant.

The possible transport block sizes being part of the E-TFCs are predefined in the
specifications, similar to HS-DSCH. This reduces the amount of signaling, for
example at handover between cells, as there is no need to configure a new set of
E-TFCs at each cell change. Generally, conformance tests to ensure the UE obeys
the specifications are also simpler the smaller the amount of configurability in
the terminal.

To allow for some flexibility in the transport block sizes, there are four tables of
E-TFCs specified; for each of the two TTIs specified there is one table optimized
for common RLC PDU sizes and one general table with constant maximum relative
overhead. Which one of the predefined tables that the UE shall use is determined
by the TTI and RRC signaling.

10.2.4 Hybrid ARQ with soft combining

Hybrid ARQ with soft combining for Enhanced Uplink serves a similar purpose
as the hybrid ARQ mechanism for HSDPA – to provide robustness against trans-
mission errors. However, hybrid ARQ with soft combining is not only a tool for
providing robustness against occasional errors; it can also be used for enhanced
capacity as discussed in the introduction. As hybrid ARQ retransmissions are
fast, many services allow for a retransmission or two. Combined with incremental
redundancy, this forms an implicit rate control mechanism. Thus, hybrid ARQ
with soft combining can be used in several (related) ways:

• To provide robustness against variations in the received signal quality.
• To increase the link efficiency by targeting multiple transmission attempts,

for example by imposing a maximum number of transmission attempts and
operating the outer loop power control on the residual error event after soft
combining.

To a large extent, the requirements on hybrid ARQ are similar to HSDPA and,
consequently, the hybrid ARQ design for Enhanced Uplink is fairly similar to
the design used for HSDPA, although there are some differences as well, mainly
originating from the support of soft handover in the uplink.

Similar to HSDPA, Enhanced Uplink hybrid ARQ spans both the MAC layer
and the physical layer. The use of multiple parallel stop-and-wait processes
for the hybrid ARQ protocol has proven efficient for HSDPA and is used for
Enhanced Uplink for the same reasons – fast retransmission and high throughput
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combined with low overhead of the ACK/NAK signaling. Upon reception of the
single transport block transmitted in a certain TTI and intended for a certain hybrid
ARQ process, the NodeB attempts to decode the set of bits and the outcome of the
decoding attempt, ACK or NAK, is signaled to the UE. To minimize the cost of
the ACK/NAK, a single bit is used. Clearly, the UE must know which hybrid ARQ
process a received ACK/NAK bit is associated with. Again, this is solved using
the same approach as in HSDPA, that is the timing of the ACK/NAK is used to
associate the ACK/NAK with a certain hybrid ARQ process. A well-defined time
after reception of the uplink transport block on the E-DCH, the NodeB generates
an ACK/NAK. Upon reception of a NAK, the UE performs a retransmission and
the NodeB performs soft combining using incremental redundancy.

The handling of retransmissions, more specifically when to perform a retransmis-
sion, is one of the major differences between the hybrid ARQ operation in the
uplink and the downlink (Figure 10.10). For HSDPA, retransmissions are sched-
uled as any other data and the NodeB is free to schedule the retransmission to the
UE at any time instant and using a redundancy version of its choice. It may also
address the hybrid ARQ processes in any order, that is it may decide to perform
retransmissions for one hybrid ARQ process, but not for another process in the
same UE. This type of operation is often referred to as adaptive asynchronous
hybrid ARQ. Adaptive since the NodeB may change the transmission format and
asynchronous since retransmissions may occur at any time after receiving the
ACK/NAK.

For the uplink, on the other hand, a synchronous, non-adaptive hybrid ARQ oper-
ation is used. Hence, thanks to the synchronous operation, retransmissions occur
a predefined time after the initial transmission, that is they are not explicitly
scheduled. Likewise, the non-adaptive operation implies the transport format and
redundancy version to be used for each of the retransmissions is also known from
the time of the original transmission. Therefore, neither is there a need to explicitly
scheduling the retransmissions nor is there a need for signaling the redundancy
version the UE shall use. This is the main benefit of synchronous operation of
the hybrid ARQ – minimizing the control signaling overhead. Naturally, the pos-
sibility to adapt the transmission format of the retransmissions to any changes in
the channel conditions are lost, but as the uplink scheduler in the NodeB has less
knowledge of the transmitter status – this information is located in the UE and
provided to the NodeB using in-band signaling not available until the hybrid ARQ
has successfully decoded the received data – than the downlink scheduler, this loss
is by far outweighed by the gain in reduced control signaling overhead.

Apart from the synchronous vs. asynchronous operation of the hybrid ARQ proto-
col, the other main difference between uplink and downlink hybrid ARQ is the use
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Figure 10.10 Synchronous vs. asynchronous hybrid ARQ.

of soft handover in the former case. In soft handover between different NodeBs,
the hybrid ARQ protocol is terminated in multiple nodes, namely all the involved
NodeBs. For HSDPA, on the other hand, there is only a single termination point
for the hybrid ARQ protocol – the UE. In Enhanced Uplink, the UE therefore
needs to receive ACK/NAK from all involved NodeBs. As it, from the UE per-
spective, is sufficient if at least one of the involved NodeBs receive the transmitted
transport block correctly, it considers the data to be successfully delivered to the
network if at least one of the NodeBs signals an ACK. This rule is sometimes called
‘or-of-the-ACKs.’ A retransmission occurs only if all involved NodeBs signal a
NAK, indicating that none of them has been able to decode the transmitted data.

As known from the HSDPA description, the use of multiple parallel hybrid ARQ
processes cannot itself provide in-sequence delivery and a reordering mechanism
is required (Figure 10.11). For HSDPA, reordering is obviously located in the UE.
The same aspect with out-of-sequence delivery is valid also for the uplink, which
calls for a reordering mechanism also in this case. However, due to the support
of soft handover, reordering cannot be located in the NodeB. Data transmitted
in one hybrid ARQ process may be successfully decoded in one NodeB, while
data transmitted in the next hybrid ARQ process may happen to be correctly
decoded in another NodeB. Furthermore, in some situations, several involved
NodeBs may succeed in decoding the same transport block. For these reasons, the
reordering mechanism needs to have access to the transport blocks delivered from
all involved NodeBs and therefore the reordering is located in the RNC. Reordering
also removes any duplicates of transport blocks detected in multiple NodeBs.

The presence of soft handover in the uplink has also impacted the design of the
control signaling. Similar to HSDPA, there is a need to indicate to the receiving
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Figure 10.11 Multiple hybrid ARQ processes for Enhanced Uplink.

end whether the soft buffer should be cleared, that is the transmission is an initial
transmission, or if soft combining with the soft information stored from previous
transmissions in this hybrid ARQ process should take place. HSDPA relies on
a single-bit new-data indicator, for this purpose. If the NodeB misinterpreted an
uplink NAK as an ACK and continues with the next packet, the UE can capture this
error event by observing the single-bit ‘new-data indicator’ which is incremented
for each new packet transmission. If the new-data indicator is incremented, the
UE will clear the soft buffer, despite its contents were not successfully decoded,
and try to decode the new transmission. Although a transport block is lost and has
to be retransmitted by the RLC protocol, the UE does not attempt to soft combine
coded bits originating from different transport blocks and therefore the soft buffer
is not corrupted. Only if the uplink NAK and the downlink new-data indicator are
both misinterpreted, which is a rare event, will the soft buffer be corrupted.

For Enhanced Uplink, a single-bit new-data indicator would work in absence of
soft handover. Only if the downlink NAK and the uplink control signaling both are
misinterpreted will the NodeB soft buffer be corrupted. However, in presence of
soft handover, this simple method is not sufficient. Instead, a 2-bit Retransmission
Sequence Number (RSN) is used for Enhanced Uplink. The initial transmission
sets RSN to zero and for each subsequent transmission the RSN is incremented
by one. Even if the RSN only can take values in the range of 0 to 3, any number
of retransmissions is possible; the RSN simply remains at 3 for the third and later
retransmissions. Together with the synchronous protocol operation, the NodeB
knows when a retransmission is supposed to occur and with what RSN. The simple
example in Figure 10.12 illustrates the operation. As the first NodeB acknowledged
packet A, the UE continues with packet B, despite that the second NodeB did not
correctly decode the packet. At the point of transmission of packet B, the second
NodeB expects a retransmission of packet A, but due to the uplink channel con-
ditions at this point in time, the second NodeB does not even detect the presence
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Figure 10.12 Retransmissions in soft handover.

of a transmission. Again, the first NodeB acknowledge the transmission and the
UE continues with packet C. This time, the second NodeB does receive the trans-
missions and, thanks to the synchronous hybrid ARQ operation, can immediately
conclude that it must be a transmission of a new packet. If it were a retransmission
of packet A, the RSN would have been equal to two. This example illustrated the
improved robustness from a 2-bit RSN together with a synchronous hybrid ARQ
operation. A scheme with a single-bit ‘new-data indicator,’ which can be seen as a
1-bit RSN, would not have been able to handle the fairly common case of a missed
transmission in the second NodeB. The new-data indicator would in this case be
equal to zero, both in the case of a retransmission of packet A and in case the of
an initial transmission of packet C, thereby leading to soft buffer corruption.

Soft combining in the hybrid ARQ mechanism for Enhanced Uplink is based on
incremental redundancy. Generation of redundancy versions is done in a similar
way as for HSDPA by using different puncturing patterns for the different redun-
dancy versions. The redundancy version is controlled by the RSN according to a
rule in the specifications, see further Section 10.3.2.

For Turbo codes, the systematic bits are of higher importance than the parity bits
as discussed in Chapter 7. Therefore, the systematic bits should be included in
the initial transmission to allow for decodability already after the first transmis-
sion attempts. Furthermore, for the best gain with incremental redundancy, the
retransmissions should contain additional parity. This leads to a design where the



Ch10-P372533.tex 11/5/2007 19: 23 Page 208

208 3G Evolution: HSPA and LTE for Mobile Broadband

With DCH configured

I Q

DPDCH

E-DPDCH1

HS-DPCCH

E-DPDCH2

DPCCHE-DPCCH

I Q

E-DPDCH1 E-DPDCH2

DPCCH
HS-DPCCH

E-DPCCH

I Q

E-DPDCH3

E-DPDCH1

E-DPDCH4

E-DPDCH2

DPCCH
HS-DPCCH

E-DPCCH

Q

I Q

DPDCH

E-DPDCH1

HS-DPCCH

DPCCHE-DPCCH

I

DPDCH

E-DPDCH1

HS-DPCCH

E-DPDCH2

DPCCHE-DPCCH

I Q

E-DPDCH1

DPCCH
HS-DPCCH

E-DPCCH

I Q

E-DPDCH1 E-DPDCH2

DPCCH
HS-DPCCH

E-DPCCH

No DCH configured

Figure 10.13 Code allocation in case of simultaneous E-DCH and HS-DSCH operation (note that
the code allocation is slightly different when no HS-DPCCH is configured). Channels with SF > 4
are shown on the corresponding SF4 branch for illustrative purposes.

initial transmission is self-decodable and includes all systematic bits as well as
some parity bits, while the retransmission mainly contains additional parity bits
not previously transmitted.

However, in soft handover, not all involved NodeBs may have received all trans-
missions. There is a risk that a NodeB did not receive the first transmission with
the systematic bits, but only the parity bits in the retransmission. As this would
lead to degraded performance, it is preferable if all redundancy versions used when
in soft handover are self-decodable and contains the systematic bits. The above-
mentioned rule used to map RSN into redundancy versions does this by making all
redundancy versions self-decodable for lower data rates, which typically is used in
the soft handover region at the cell edge, while using full incremental redundancy
for the highest data rates, unlikely to be used in soft handover.

10.2.5 Physical channel allocation

The mapping of the coded E-DCH onto the physical channels is straightforward.
As illustrated in Figure 10.13, the E-DCH is mapped to one or several E-DPDCHs,



Ch10-P372533.tex 11/5/2007 19: 23 Page 209

Enhanced Uplink 209

Table 10.1 Possible physical channel configurations. The E-DPDCH data rates are raw data
rate, the maximum E-DCH data rate will be lower due to coding and limitations set by the UE
categories.

#DPCCH #DPDCH #HS-DPCCH #E-DPCCH #E-DPDCH Comment

1 1–6 0 or 1 – – Rel5 configurations
1 0 or 1 0 or 1 1 1 × SF ≥ 4 0.96 Mbit/s E-DPDCH

raw data rate
1 0 or 1 0 or 1 1 2 × SF4 1.92 Mbit/s E-DPDCH

raw data rate
1 0 or 1 0 or 1 1 2 × SF2 3.84 Mbit/s E-DPDCH

raw data rate
1 0 0 or 1 1 2 × SF2 + 5.76 Mbit/s E-DPDCH

2 × SF4 raw data rate

separate from the DPDCH. Depending on the E-TFC selected different number
of E-DPDCHs are used. For the lowest data rates, a single E-DPDCH with a
spreading factor inversely proportional to the data rate is sufficient.

To maintain backward compatibility, the mapping of the DPCCH, DPDCH, and
HS-DPCCH remains unchanged compared to previous releases.

The order in which the E-DPDCHs are allocated is chosen to minimize the peak-
to-average power ratio (PAR) in the UE, and it also depends on whether the
HS-DPCCH and the DPDCH are present or not. The higher the PAR, the larger the
back-off required in the UE power amplifier, which impact the uplink coverage.
Hence, a low PAR is a highly desirable property. PAR is also the reason why
SF2 is introduced as it can be shown that two codes of SF2 have a lower PAR
than four codes of SF4. For the highest data rates, a mixture of spreading fac-
tors, 2 × SF2 + 2 × SF4, is used. The physical channel configurations possible
are listed in Table 10.1, and in Figure 10.13 the physical channel allocation with
a simultaneous HS-DPCCH is illustrated.

10.2.6 Power control

The E-DCH power control works in a similar manner as for the DCH and there
is no change in the overall power control architecture with the introduction of
the E-DCH. A single inner power control loop adjusts the transmission power of
the DPCCH. The E-DPDCH transmission power is set by the E-TFC selection
relative to the DPCCH power in a similar way as the DPDCH transmission power
is set by the TFC selection. The inner loop power control located in the NodeB,
bases its decision on the SIR target set by the outer loop power control located in
the RNC.
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The outer loop in earlier releases is primarily driven by the DCH BLER visible
to the RNC. If a DCH is configured, the outer loop, which is an implementation-
specific algorithm, may continue to operate on the DCH only. This approach works
well as long as there are sufficiently frequent transmissions on the DCH, but the
performance is degraded if DCH transmissions are infrequent.

If no DCH is configured, and possibly also if only infrequent transmissions occur at
the DCH, information on the E-DCH transmissions need to be taken into account.
However, due to the introduction of hybrid ARQ for the E-DCH, the residual
E-DCH BLER may not be an adequate input for the outer loop power control. In
most cases, the residual E-DCH BLER visible to the RNC is close to zero, which
would cause the outer loop to lower the SIR target and potentially cause a loss of
the uplink DPCCH if the residual E-DCH BLER alone is used as input to the outer
loop mechanism. Therefore, to assist the outer loop power control, the number
of retransmissions actually used for transmission of a transport block is signaled
from the NodeB to the RNC. The RNC can use this information as part of the outer
loop to set the SIR target in the inner loop.

10.2.7 Data flow

In Figure 10.14, the data flow from the application through all the protocol layers is
illustrated in a similar way as for HSDPA. In this example, an IP service is assumed.
The PDCP optionally performs IP header compression. The output from the PDCP
is fed to the RLC. After possible concatenation, the RLC SDUs are segmented into
smaller blocks of typically 40 bytes and an RLC header is attached. The RLC PDU
is passed via the MAC-d, which is transparent for Enhanced Uplink, to the MAC-
e. The MAC-e concatenates one or several MAC-d PDUs from one or several
MAC-d flows and inserts MAC-es and MAC-e headers to form a transport block,
which is forwarded on the E-DCH to the physical layer for further processing and
transmission.

10.2.8 Resource control for E-DCH

Similar to HSDPA, the introduction of Enhanced Uplink implies that a part of the
radio resource management is handled by the NodeB instead of the RNC. How-
ever, the RNC still has the overall responsibility for radio resource management,
including admission control and handling of inter-cell interference. Thus, there is
a need to monitor and control the resource usage of E-DCH channels to achieve
a good balance between E-DCH and non-E-DCH users. This is illustrated in
Figure 10.15.
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Figure 10.14 Data flow.

For admission control purposes, the RNC relies on the Received Total Wideband
Power (RTWP) measurement, which indicates the total uplink resource usage in
the cell. Admission control may also exploit the E-DCH provided bit rate, which is
a NodeB measurement reporting the aggregated served E-DCH bit rate per priority
class. Together with the RTWP measurement, it is possible to design an admission
algorithm evaluating the E-DCH scheduler headroom for a particular priority class.

To control the load in the cell, the RNC may signal an RTWP target to the NodeB
in which case the NodeB should schedule E-DCH transmissions such that the
RTWP is within this limit. The RNC may also signal a reference RTWP, which
the NodeB may use to improve its estimate of the uplink load in the cell. Note that
whether the scheduler uses an absolute measure, such as the RTWP, or a relative
measure such as noise rise is not specified. Internally, the NodeB performs any
measurements useful to a particular scheduler design.
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Figure 10.15 Illustration of the resource sharing between E-DCH and DCH channels.

To provide the RNC with a possibility to control the ratio between inter-cell and
intra-cell interference, the RNC may signal a Target Non-serving E-DCH to Total
E-DCH Power Ratio to the NodeB. The scheduler must obey this limitation when
setting the overload indicator and is not allowed to suppress non-serving E-DCH
UEs unless the target is exceeded. This prevents a cell to starve users in neighboring
cells. If this was not the case, a scheduler could in principle permanently set the
overload indicator to ‘steal’ resources from neighboring cells: a situation which
definitely not is desirable.

Finally, the measurement Transmitted carrier power of all codes not used for
HS-PDSCH, HS-SCCH, E-AGCH, E-RGCH, or E-HICH transmission also
includes the E-DCH-related downlink control signaling.

10.2.9 Mobility

Active set management for the E-DCH uses the same mechanisms as for Release
99 DCH, that is the UE measures the signal quality from neighboring cells and
informs the RNC. The RNC may then take a decision to update the active set. Note
that the E-DCH active set is a subset of the DCH active set. In most cases, the two
sets are identical, but in situations where only part of the network support E-DCH,
the E-DCH active set may be smaller than the DCH active set as the former only
includes cells capable of E-DCH reception.

Changing serving cell is performed in the same way as for HSDPA (see Chapter 9)
as the same cell is the serving cell for both E-DCH and HS-DSCH.

10.2.10 UE categories

Similar to HSDPA, the physical layer UE capabilities have been grouped into
six categories. Fundamentally, two major physical layer aspects, the number of
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Table 10.2 E-DCH UE categories [99].

E-DCH Max # E-DPDCHs, Supports Max transport block size
category min SF 2 ms TTI 10 ms TTI 2 ms TTI

1 1 × SF4 – 7110 (0.7 Mbit/s) –
2 2 × SF4 Y 14484 (1.4 Mbit/s) 2798 (1.4 Mbit/s)
3 2 × SF4 – 14484 (1.4 Mbit/s) –
4 2 × SF2 Y 20000 (2 Mbit/s) 5772 (2.9 Mbit/s)
5 2 × SF2 – 20000 (2 Mbit/s) –
6 2 × SF4 + 2 × SF2 Y 20000 (2 Mbit/s) 11484 (5.74 Mbit/s)

supported channelization codes and the supported TTI values, are determined by
the category number. The E-DCH UE categories are listed in Table 10.2. Support
for 10 ms E-DCH TTI is mandatory for all UE categories, while only a subset of
the categories support a 2 ms TTI. Furthermore, note that the highest data rate
supported with 10 ms TTI is 2 Mbit/s. The reason for this is to limit the amount of
buffer memory for soft combining in the NodeB; a larger transport block size trans-
lates into a larger soft buffer memory in case of retransmissions. A UE supporting
E-DCH must also be able to support HS-DSCH.

10.3 Finer details of Enhanced Uplink

10.3.1 Scheduling – the small print

The use of a serving grant as a means to control the E-TFC selection has already
been discussed, as has the use of absolute and relative grants to update the serving
grant. Absolute grants are transmitted on the shared E-AGCH physical and are
used for absolute changes of the serving grant as already stated. In addition to
conveying the maximum E-DPDCH-to-DPCCH power ratio, the E-AGCH also
contains an activation flag, whose usage will be discussed below. Obviously, the
E-AGCH is also carrying the identity of the UE for which the E-AGCH information
is intended. However, although the UE receives only one E-AGCH, it is assigned
two identities, one primary and one secondary. The primary identity is UE specific
and unique for each UE in the cell, while the secondary identity is a group identity
shared by a group of UEs. The reason for having two identities is to allow for
scheduling strategies based on both common, or group-wise, scheduling, where
multiple terminals are addressed with a single identity and individual per-UE
scheduling (Figure 10.16).

Common scheduling means that multiple terminals are assigned the same identity;
the secondary identity is common to multiple UEs. A grant sent with the secondary
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Figure 10.16 The relation between absolute grant, relative grant and serving grant.

identity is therefore valid for multiple UEs and each of these UEs may transmit up
to the limitation set by the grant. Hence, this approach is suitable for scheduling
strategies not taking the uplink radio conditions into account, for example CDMA-
like strategies where scheduler mainly strives to control the total cell interference
level. A low-load condition is one such example. At low cell load, there is no need
to optimize for capacity. Optimization can instead focus on minimizing the delays
by assigning the same grant level to multiple UEs using the secondary identity. As
soon as a UE has data to transmit, the UE can directly transmit up to the common
grant level. There is no need to go through a request phase first, as the UE already
has been assigned a non-zero serving grant. Note that multiple UEs may, in this
case, transmit simultaneously, which must be taken into account when setting the
serving grant level.

Individual per-UE scheduling provides tighter control of the uplink load and is
useful to maximize the capacity at high loads. The scheduler determines which
user that is allowed to transmit and set the serving grant of the intended user by
using the primary identity, unique for a specific UE. In this case, the UEs resource
utilization is individually controlled, for example to exploit advantageous uplink
channel conditions. The greedy filling strategy discussed earlier is one example
of a strategy requiring individual grants.

Which of the two identities, the primary or the secondary, a UE is obeying can be
described by a state diagram, illustrated in Figure 10.17. Depending on the state
the UE is in, it follows either grants sent with the primary or the secondary identity.
Addressing the UE with its unique primary identity causes the UE to stop obeying
grants sent using the secondary common identity. There is also a mechanism to
force the UE back to follow the secondary, common grant level. The usefulness
of this is best illustrated with the example below.
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Figure 10.18 Example of common and dedicated scheduling.

Consider the example in Figure 10.18, illustrating the usage of common and ded-
icated scheduling. The UEs are all initialized to follow the secondary identity and
a suitable common grant level is set using the secondary identity. Any UE that
has been assigned a grant level using the secondary identity may transmit using a
data rate up to the common grant level; a level that is adjusted as the load in the
system varies, for example due to non-scheduled transmissions. As time evolves,
UE #1 is in need of a high data rate to upload a huge file. Note that UE #1 may
start the upload using the common grant level while waiting for the scheduler to
grant a higher level. The scheduler decides to lower the common grant level using
the secondary, common identity to reduce the load from other UEs. A large grant
is sent to UE #1 using UE #1’s primary and unique identity to grant UE #1 a high
data rate (or, more accurately, a higher E-DPDCH-to-DPCCH power ratio). This
operation also causes UE #1 to enter the ‘primary’ state in Figure 10.17. At a later
point in time, the scheduler decides send a zero grant to UE #1 with activation
flag set to all, which forces UE #1 back to follow the secondary identity (back to
common scheduling).

From this example, it is seen that the two identities each UE is assigned – one
primary, UE-specific identity; and one secondary, common identity – facilitates a
flexible scheduling strategy.
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10.3.1.1 Relative grants
Relative grants from the serving cell can take one of the values ‘up,’ ‘down,’ and
‘no change.’ This is used to fine-tune an individual UE’s resource utilization as
already discussed. To implement the increase (decrease) of the serving grant, the
UE maintains a table of possible E-DPDCH-to-DPCCH power ratios as illustrated
in Figure 10.19. The up/down commands corresponds to an increase/decrease of
power ratio in the table by one step compared to the power ratio used in the previous
TTI in the same hybrid ARQ process. There is also a possibility to have a larger
increase (but not decrease) for small values of the serving grant. This is achieved by
(through RRC signaling) configuring two thresholds in the E-DPDCH-to-DPCCH
power ratio table, below which the UE may increase the serving grant by three and
two steps, respectively, instead of only a single step. The use of the table and the
two thresholds allow the network to increase the serving grant efficiently without
extensive repetition of relative grants for small data rates (small serving grants) and
at the same time avoiding large changes in the power offset for large serving grants.

The ‘overload indicator’ (relative grant from non-serving cells) is used to control
the inter-cell interference (in contrast to the grants from the serving cell which pro-
vide the possibility to control the intra-cell interference). As previously described,
the overload indicator can take two values: ‘down’ or ‘DTX,’ where the latter does
not affect the UE operation. If the UE receives ‘down’ from any of the non-serving
cells, the serving grant is decreased relative to the previous TTI in the same hybrid
ARQ process.
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Figure 10.20 Example of activation of individual hybrid ARQ processes.

‘Ping-pong effects’ describe a situation where the serving grant level in a UE starts
to oscillate. One example when this could happen is if a non-serving cell requests
the UEs to lower their transmission power (and hence data rate) due to a too high
interference level in the non-served cell. When the UE has reacted to this, the
serving cell will experience a lower interference level and may decide to increase
the grant level in the UE. The UE utilizes this increased grant level to transmit at
a higher power, which again triggers the overload indicator from the non-serving
cell and the process repeats.

To avoid ‘ping-pong effects,’ the UE ignores any ‘up’ commands from the serving
cell for one hybrid ARQ roundtrip time after receiving an ‘overload indicator.’
During this time, the UE shall not allow the serving grant to increase beyond the
limit resulting from the ‘overload indicator.’ This avoids situations where the non-
serving cell reduces the data rate to avoid an overload situation in the non-serving
cell, followed by the serving cell increasing the data rate to utilize the interference
headroom suddenly available, thus causing the overload situation to reappear. The
serving cell may also want to be careful with immediately increasing the serving
grant to is previous level as the exact serving grant in the UE is not known to the
serving cell in this case (although it may partly derive it by observing the happy
bit). Furthermore, to reduce the impact from erroneous relative grants, the UE
shall ignore relative grants from the serving cell during one hybrid ARQ roundtrip
time after having received an absolute grant with the primary identity.

10.3.1.2 Per-process scheduling
Individual hybrid ARQ processes can be (de)activated, implying that not all pro-
cesses in a UE are available for data transmission as illustrated in Figure 10.20.
Process (de)activation is only possible for 2 ms TTI, for 10 ms TTI all processes
are permanently enabled. The reason for process deactivation is mainly to be able
to limit the data rate in case of 2 ms E-DCH TTI (with 320-bit RLC PDUs and 2 ms
TTI, the minimum data rate is 160 kbit/s unless certain processes are disabled),
but it can also be used to enable TDMA-like operation in case of all UEs uplink
transmissions being synchronized. Activation of individual processes can either
be done through RRC signaling or by using the activation flag being part of the



Ch10-P372533.tex 11/5/2007 19: 23 Page 218

218 3G Evolution: HSPA and LTE for Mobile Broadband

absolute grant. The activation flag indicates whether only the current process is
activated or whether all processes not disabled by RRC signaling are activated.

Non-scheduled transmission can be restricted to certain hybrid ARQ processes.
The decision is taken by the serving NodeB and informed to the other NodeBs in the
active set through the RNC. Normally, the scheduler needs to operate with a certain
margin to be able to handle any non-scheduled transmissions that may occur and
restricting non-scheduled transmissions to certain processes can therefore allow
the scheduler to operate with smaller margins in the remaining processes.

10.3.1.3 Scheduling requests
The scheduler needs information about the UE status and, as already discussed,
two mechanisms are defined in Enhanced Uplink to provide this information: the
in-band scheduling information and the out-band happy bit.

In-band scheduling information can be transmitted either alone or in conjunction
with uplink data transmission. From a baseband perspective, scheduling informa-
tion is no different from uplink user data. Hence, the same baseband processing
and hybrid ARQ operation is used.

In case of a standalone scheduling information, the E-DPDCH-to-DPCCH power
offset to be used is configured by RRC signaling. To ensure that the scheduling
information reaches the scheduler, the transmission is repeated until an ACK is
received from the serving cell (or the maximum number of transmission attempts
is reached). This is different from a normal data transmission, where an ACK from
any cell in the active set is sufficient.

In case of simultaneous data transmission, the scheduling information is trans-
mitted using the same hybrid ARQ profile as the highest-priority MAC-d flow in
the transmission (see Section 10.3.1.5 for a discussion on hybrid ARQ profiles).
In this case, periodic triggering will be relied upon for reliability. Scheduling
information can be transmitted using any hybrid ARQ process, including pro-
cesses deactivated for data transmission. This is useful to minimize the delay in
the scheduling mechanism.

The in-band scheduling information consists of 18 bits, containing information
about:

• Identity of the highest-priority logical channel with data awaiting transmission,
4 bits.

• Buffer occupancy, 5 bits indicating the total number of bytes in the buffer
and 4 bits indicating the fraction of the buffer occupied with data from the
highest-priority logical channel.
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• Available transmission power relative to DPCCH, 5 bits.

Since the scheduling information contains information about both the total number
of bits and the number of bits in the highest-priority buffer, the scheduler can
ensure that UEs with high-priority data is served before UEs with low-priority
data, a useful feature at high loads. The network can configure for which flows
scheduling information should be transmitted.

Several rules when to transmit scheduling information are defined. These are:

• If padding allows transmission of scheduling information. Clearly, it makes
sense to fill up the transport block with useful scheduling information rather
than dummy bits.

• If the serving grant is zero or all hybrid ARQ processes are deactivated and
data enters the UE buffer. Obviously, if data enters the UE but the UE has no
valid grant for data transmission, a grant should be requested.

• If the UE does have a grant, but incoming data has higher priority than the data
currently in the buffer. The presence of higher-priority data should be conveyed
to the NodeB as it may affect its decision to scheduler the UE in question.

• Periodically as configured by RRC signaling (although scheduling information
is not transmitted if the UE buffer size equals zero).

• At cell change to provide the new cell with information about the UE status.

10.3.1.4 NodeB hardware resource handling in soft handover
From a NodeB internal hardware allocation point of view, there is a significant
difference between the serving cell and the non-serving cells in soft handover:
the serving cell has information about the scheduling grant sent to the UE and,
therefore, knowledge about the maximum amount of hardware resources needed
for processing transmissions from this particular UE, information that is missing
in the non-serving cells. Internal resource management in the non-serving cells
therefore requires some attention when designing the scheduler. One possibility is
to allocate sufficient resources for the highest possible data rate the UE is capable
of. Obviously, this does not imply any restrictions to the data rates the serving cell
may schedule, but may, depending on the implementation, come at a cost of less
efficient usage of processing resources in the non-serving NodeBs. To reduce this
cost, the highest data rates the scheduler is allowed to assign could be limited by
the scheduler design. Alternatively, the non-serving NodeB may under-allocate
processing resources, knowing that it may not be able to decode the first few
TTIs of a UE transmission. Once the UE starts to transmit at a high data rate,
the non-serving NodeB can reallocate resources to this UE, assuming that it will
continue to transmit for some time. Non-serving cells may also try to listen to the



Ch10-P372533.tex 11/5/2007 19: 23 Page 220

220 3G Evolution: HSPA and LTE for Mobile Broadband

scheduling requests from the UE to the serving cell to get some information about
the amount of resources the UE may need.

10.3.1.5 Quality-of-service support
The scheduler operates per UE, that is it determines which UE that is allowed to
transmit and at what maximum resource consumption. However, each UE may
have several different flows of different priority. For example, VoIP and RRC
signaling typically have a higher priority than a background file upload. Since
the scheduler operates per UE, the control of different flows within a UE is not
directly controlled by the scheduler. In principle, this could be possible, but it
would increase the amount of downlink control signaling. For Enhanced Uplink, an
E-TFC-based mechanism for quality-of-service support has been selected. Hence,
as described earlier, the scheduler handles resource allocation between UEs, while
the E-TFC selection controls resource allocation between flows within the UE.

The basis for QoS support is so-called hybrid ARQ profiles, one per MAC-d
flow in the UE. A hybrid ARQ profile consists of a power offset attribute and a
maximum number of transmissions allowed for a MAC-d flow.

The power offset value is used to determine the hybrid ARQ operating point,
which is directly related to the number of retransmissions. In many cases, sev-
eral retransmissions may fit within the allowed delay budget. Exploiting multiple
transmission attempts together with soft combining is useful to reduce the cost of
transmitting at a certain data rate as discussed in conjunction with hybrid ARQ.

However, for certain high-priority MAC-d flows, the delays associated with mul-
tiple hybrid ARQ retransmissions may not be acceptable. This could, for example,
be the case for RRC signaling such as handover messages for mobility. Therefore,
for these flows, it is desirable to increase the E-DPDCH transmission power,
thereby increasing the probability for the data to be correctly received at the first
transmission attempt. This is achieved by configuring a higher power offset for
hybrid ARQ profiles associated with high-priority flows. Of course, the transmis-
sion must be within the limits set by the serving grant. Therefore, the payload is
smaller when transmitting high-priority data with a larger power offset than when
transmitting low-priority data with a smaller power offset.

The power needed for the transmission of an E-DCH transport block is calculated
including the power offset obtained from the hybrid ARQ profile for flow to be
transmitted. The required transmit power for each possible transport block size
can then be calculated by adding (in dB) the E-DPDCH-to-DPCCH power offset
given by the transport block size and the power offset associated with the hybrid
ARQ profile. The UE then selects the largest possible payload, taking these power



Ch10-P372533.tex 11/5/2007 19: 23 Page 221

Enhanced Uplink 221

#n
#2

E-TFC for
E-DCH

TFC for 
DCHs

E-TFC selection 

Power 
available for 
E-DCH

Available 
Tx power

E-TFC 6 
(TB size, b-value)

E-TFC 5 
(TB size, b-value)

E-TFC 4 
(TB size, b-value)

E-TFC 3 
(TB size, b-value)

E-TFC 2 
(TB size, b-value)

E-TFC 1 
(TB size, b-value)

E-TFC 0 
(TB size, b-value)

HARQ profile #1

Available data

Serving grant

Available power

Serving grant TFC selection

Absolute
Primary 

ID

Rel
grants

Priority 
information

Maximum E-DPDCH-to- 
DPCCH power offset

Determines 
HARQ profile

Grant
secondary 

ID

Selected
E-TFC

Figure 10.21 E-TFC selection and hybrid ARQ profiles.

offsets into account, which can be transmitted within the power available for the
E-DCH (Figure 10.21).

Absolute priorities for logical channels are used, that is the UE maximizes the data
rate for high-priority data and only transmits data from a low priority in a TTI if all
data with higher priority has been transmitted. This ensures that any high-priority
data in the UE is served before any low-priority data.

If data from more than one MAC-d flow is included in a TTI, the power offset
associated with the MAC-d flow with the logical channel with the highest priority
shall be used in the calculation. Therefore, if multiple MAC-d flows are multi-
plexed within a given transport block, the low-priority flows will get a ‘free ride’
in this TTI when multiplexed with high-priority data.

There are two ways of supporting guaranteed bit rate services: scheduled and
non-scheduled transmissions. With scheduled transmission, the NodeB schedules
the UE sufficiently frequent and with sufficiently high bit rate to support the
guaranteed bit rate. With non-scheduled transmission, a flow using non-scheduled
transmission is defined by the RNC and configured in the UE through RRC signal-
ing. The UE can transmit data belonging to such a flow without first receiving any
scheduling grant. An advantage with the scheduled approach is that the network
has more control of the interference situation and the power required for down-
link ACK/NAK signaling and may, for example, allocate a high bit rate during
a fraction of the time while still maintaining the guaranteed bit rate in average.
Non-scheduled transmissions, on the other hand, are clearly needed at least for
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transmitting the scheduling information in case the UE does not have a valid
scheduling grant.

10.3.2 Further details on hybrid ARQ operation

Hybrid ARQ for Enhanced Uplink serves a similar purpose as for the HSDPA – to
provide robustness against occasional transmissions errors. It can also, as already
discussed, be used to increase the link efficiency by targeting multiple hybrid ARQ
retransmission attempts.

The hybrid ARQ for the E-DCH operates on a single transport block, that is when-
ever the E-DCH CRC indicates an error, the MAC-e in the NodeB can request a
retransmission representing the same information as the original transport block.
Note that there is a single transport block per TTI. Thus it is not possible to mix
initial transmission and retransmissions within the same TTI.

Incremental redundancy is used as the basic soft combining mechanism, that is
retransmissions typically consists of a different set of coded bits than the initial
transmission. Note that, per definition, the set of information bits must be identical
between the initial transmission and the retransmissions. For Enhanced Uplink,
this implies that the E-DCH transport format, which is defined by the transport
block size and includes the number of physical channels and their spreading factors,
remains unchanged between transmission and retransmission. Thus, the number
of channel bits is identical for the initial transmission and the retransmissions.
However, the rate matching pattern will change in order to implement incre-
mental redundancy. The transmission power may also be different for different
transmission attempts, for example, due to DCH activity.

The physical layer processing supporting the hybrid ARQ operation is similar
to the one used for HS-DSCH, although only a single rate matching stage is used.
The reason for two-stage rate matching for HS-DSCH was to handle memory
limitations in the UE, but for the E-DCH, any NodeB memory limitations can be
handled by proper network configuration. For example, the network could restrict
the number of E-TFCs in the UE such that the UE cannot transmit more bits than
the NodeB can buffer.

The purpose of the E-DCH rate matching, illustrated in Figure 10.23, is twofold:

• To match the number of coded bits to the number of physical channel bits on
the E-DPDCH available for the selected E-DCH transport format.

• To generate different sets of coded bits for incremental redundancy as controlled
by the two parameters r and s as described below.



Ch10-P372533.tex 11/5/2007 19: 23 Page 223

Enhanced Uplink 223

18 13
8

16
6

19
9

23
8

28
6

34
2

41
0

49
2

59
0

70
7

84
7

10
15

12
17

14
58

17
48

20
94

25
10

30
08

36
05

43
21

51
78

62
06

74
37

89
13

10
68

1

1 � SF4 2 � SF4 2 � SF2 2 � SF 2� 2 � SF41 � SF16

1/3

Determined by PLnon-max

Determined by PLmax

C
od

e 
ra

te
 in

cl
ud

in
g 

pu
nc

tu
rin

g/
re

pe
tit

io
n

Transport block size

1 � SF8

Figure 10.22 Amount of puncturing as a function of the transport block size.

The number of physical channel bits depends on the spreading factor and the
number of E-DPDCHs allocated for a particular E-DCH transport format. In other
words, part of the E-TFC selection is to determine the number of E-DPDCHs
and their respective spreading factors. From a performance perspective, coding is
always better than spreading and, preferably, the number of channelization codes
should be as high as possible and their spreading factor as small as possible.
This would avoid puncturing and result in full utilization of the rate 1/3 mother
Turbo code. At the same time, there is no point in using a lower spreading factor
than necessary to reach rate 1/3 as this only would lead to excessive repetition in
the rate matching block. Furthermore, from an implementation perspective, the
number of E-DPDCHs should be kept as low as possible to minimize the processing
cost in the NodeB receiver as each E-DPDCH requires one set of de-spreaders.

To fulfill these, partially contradicting requirements, the concept of Puncturing
Limit (PL) is used to control the maximum amount of puncturing the UE is allowed
to perform. The UE will select an as small number of channelization codes and as
high spreading factor as possible without exceeding the puncturing limits, that is
not puncture more than a fraction of (1 − PL) of the coded bits. This is illustrated
in Figure 10.22, where it is seen that puncturing is allowed up to a limit before
additional E-DPDCHs are used. Two puncturing limits, PLmax and PLnon-max, are
defined. The limit PLmax is determined by the UE category and is used if the num-
ber of E-DPDCHs and their spreading factor is equal to the UE capability and the
UE therefore cannot increase the number of E-DPDCHs. Otherwise, PLnon-max,
which is signaled to the UE at the setup of the connection, is used. The use of two
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Figure 10.23 E-DCH rate matching and the r and s parameters. The bit collection procedure is
identical to the QPSK bit collection for HS-DSCH.

different puncturing limits, instead of a single one as for the DCH, allows for a
higher maximum data rate as more puncturing can be applied for the highest data
rates. Typically, additional E-DPDCHs are used when the code rate is larger than
approximately 0.5. For the highest data rates, on the other hand, a significantly
larger amount of puncturing is necessary as it is not possible to further increase
the number of codes.

The puncturing (or repetition) is controlled by the two parameters r and s in the
same way as for the second HS-DSCH rate matching stage (Figure 10.23). If s = 1,
systematic bits are prioritized and an equal amount of puncturing is applied to
the two streams of parity bits, while if s = 0, puncturing is primarily applied to the
systematic bits. The puncturing pattern is controlled by the parameter r. For the
initial transmission attempt r is set to zero and is increased for the retransmissions.
Thus, by varying r, multiple, possibly partially overlapping, sets of coded bits
representing the same set of information bits can be generated. Note that a change
in s also affects the puncturing pattern, even if r is unchanged, as different amounts
of systematic and parity bits will be punctured for the two possible values of s.

Equal repetition for all three streams is applied if the number of available channel
bits is larger than the number of bits from the Turbo coder, otherwise puncturing
is applied. Unlike the DCH, but in line with the HS-DSCH, the E-DCH rate
matching may puncture the systematic bits as well and not only the parity bits. This
is used for incremental redundancy, where some retransmissions contain mainly
parity bits.

The values of s and r are determined from the Redundancy Version (RV), which
in turn is linked to the Retransmission Sequence Number (RSN). The RSN is set
to zero for the initial transmission and incremented by one for each retransmission
as described earlier.
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Compared to the HS-DSCH, one major difference is the support for soft handover
on the E-DCH. As briefly mentioned above, not all involved cells may receive all
transmission attempts in soft handover. Self-decodable transmissions, s = 1, are
therefore beneficial in these situations as the systematic bits are more important
than the parity bits for successful decoding. If full incremental redundancy is used
in soft handover, there is a possibility that the first transmission attempt, contain-
ing the systematic bits (s = 1), is not reliably received in a cell, while the second
transmission attempt, containing mostly parity bits (s = 0), is received. This could
result in degraded performance. However, the data rates in soft handover are typi-
cally somewhat lower (the code rate is lower) as the UE in most cases are far from
the base station when entering soft handover. Therefore, the redundancy versions
are defined such that all transmissions are self-decodable (s = 1) for transport for-
mats where the initial code rate is less than 0.5, while the remaining transport
formats include retransmissions that are not self-decodable. Thus, thanks to this
design, self-decodability ‘comes for free’ when in soft handover. The design is
also well matched to the fact that incremental redundancy (i.e., s = 0 for some of
the retransmissions) provides most of the gain when the initial code rate is high.

The mapping from RSN via RV to the r and s parameters, illustrated in Fig-
ure 10.24, is mandated in the specification and is not configurable with the
exception that higher layer signaling can be used to mandate the UE to always
use RV = 0, regardless of the RSN. This implies that the retransmission consists
of exactly the same coded bits as the initial transmission (Chase combining),
and can be used if the memory capabilities of the NodeB are limited. Note that,
for RSN = 3, the RV is linked to the (sub)frame number. The reason is to allow
for variations in the puncturing pattern even for situations when more than three
retransmissions are used.
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10.3.2.1 Protocol operation
The hybrid ARQ protocol uses multiple stop-and-wait hybrid ARQ processes
similar to HS-DSCH. The motivation is to allow continuous transmission, which
cannot be achieved with a single stop-and-wait scheme, while at the same time
having some of the simplicity of a stop-and-wait protocol.

As already touched upon several times, the support for soft handover is one of the
major differences between the uplink and the downlink. This has also impacted
the number of hybrid ARQ processes. For HSDPA, this number is configurable to
allow for different NodeB implementations. Although the same approach could
be taken for Enhanced Uplink, soft handover between two NodeBs from different
vendors would be complicated. In soft handover, all involved NodeBs need to use
the same number of hybrid ARQ processes, which partially removes the flexibility
of having a configurable number as all NodeBs must support at least one common
configuration. To simplify the overall structure, a fixed number of hybrid ARQ
processes to be used by all NodeBs are defined. The number of processes is strongly
related to the timing of the ACK/NAK transmission in the downlink (see the
discussion on control signaling timing for details). For the two TTIs of 10 and
2 ms, the number of processes, NHARQ, is 4 and 8, respectively. This results in a
total hybrid ARQ roundtrip time of 4·10 = 40 and 8·2 = 16 ms, respectively.

The use of a synchronous hybrid ARQ protocol is a distinguishing feature com-
pared to HSDPA. In a synchronous scheme, the hybrid ARQ process number is
derived from the (sub)frame number and is not explicitly signaled. This implies
that the transmissions in a given hybrid ARQ process can only be made once every
NHARQ TTI. This also implies that a retransmission (when necessary) always occur
NHARQ TTIs after the previous (re)transmission. Note that this does not affect the
delay until a first transmission can be made since a data transmission can be started
in any available process. Once the transmission of data in a process has started,
retransmissions will be made until either an ACK is received or the maximum
number of retransmissions has been reached (the maximum number of retrans-
missions is configurable by the RNC via RRC signaling). The retransmissions are
done without the need for scheduling grants; only the initial transmission needs to
be scheduled. As the scheduler in the NodeB is aware of whether a retransmission
is expected or not, the interference from the (non-scheduled) retransmissions can
be taken into account when forming the scheduling decision for other users.

10.3.2.2 In-sequence delivery
Similar to the case for HS-DSCH, the multiple hybrid ARQ processes of E-DCH
cannot, in themselves, ensure in-sequence delivery, as there is no interaction
between the processes. Also, in soft handover situations, data is received
independently in several NodeBs and can therefore be received in the RNC in a
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Figure 10.25 Reordering mechanism.

different order than transmitted. In addition, differences in Iub/Iur transport delay
can cause out-of sequence delivery to RLC. Hence, in-sequence delivery must be
implemented on top of the MAC-e entity and a reordering entity in the RNC has
been defined for this purpose in a separate MAC entity, the MAC-es. In E-DCH,
the reordering is always performed per logical channel such that all data for a
logical channel is delivered in-sequence to the corresponding RLC entity. This
can be compared to HS-DSCH where the reordering is performed in configurable
reordering queues.

The actual mechanism to perform reordering in the RNC is implementation specific
and not standardized, but typically similar principles as specified for the HS-DSCH
are used. Therefore, each MAC-es PDU transmitted from the UE includes a
Transmission Sequence Number (TSN), which is incremented for each trans-
mission on a logical channel. By ordering the MAC-es PDUs based on TSN,
in-sequence delivery to the RLC entities is possible.

To illustrate the reordering mechanism consider the situation shown in
Figure 10.25. The MAC-es PDUs 0, 2, 3, and 5 have been received in the RNC
while MAC-es PDUs 1 and 4 have not yet been received. The RNC can in this
situation not know why PDUs 1 and 4 are missing and needs to store PDUs 2, 3,
and 5 in the reordering buffer. As soon as PDU 1 arrives, PDU 1, 2, and 3 can be
delivered to RLC.

The reordering mechanism also needs to handle the situation where PDUs are
permanently lost due to, for example, loss over Iub, errors in the hybrid ARQ
signaling, or in case the maximum number of retransmissions was reached without
successful decoding. In those situations a stall avoidance mechanism is needed,
that is a mechanism to prevent that the reordering scheme waits for PDUs that never
will arrive. Otherwise, PDU 5 in Figure 10.25 would never be forwarded to RLC.

Stall avoidance can be achieved with a timer similar to what is specified for the
UE in HS-DSCH. The stall avoidance timer delivers packets to the RLC entity
if a PDU has been missing for a certain time. If the stall avoidance mechanism
delivers PDUs to the RLC entity too early, it may result in unnecessary RLC
retransmissions when the PDU is only delayed, for example, due to too many
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Figure 10.26 Structure and format of the MAC-e/es PDU.

hybrid ARQ retransmissions. If, on the other hand, the PDUs are kept too long
in the reordering buffer, it will also degrade the performance since the delay will
increase.

To improve the stall avoidance mechanism, the NodeB signals the time (frame
and subframe number) when each PDU was correctly decoded to the RNC, as
well as how many retransmissions were needed before the PDU was successfully
received. The RNC can use this information to optimize the reordering functional-
ity. Consider the example in Figure 10.25. If PDU 5 in the example above needed 4
retransmissions and the maximum number of retransmission attempts configured
equals 5, the RNC knows that if PDU 4 has not arrived within one hybrid ARQ
roundtrip time (plus some margin to consider variations in Iub delay) after PDU
5, it is permanently lost. In this case, the RNC only have to wait one roundtrip
time before delivering PDU 5 to RLC.

10.3.2.3 MAC-e and MAC-es headers
To support reordering and de-multiplexing of the PDUs from different MAC-d
flows, the appropriate information is signaled in-band in the form of MAC-es
and MAC-e headers. The structures of the MAC-e/es headers are illustrated in
Figure 10.26.

Several MAC-d PDUs of the same size and from the same logical channel are
concatenated. The Data Description Indicator (DDI) provides information about
the logical channel from which the MAC-d PDUs belong, as well as the size of the
MAC-d PDUs. The number of MAC-d PDUs is indicated by N . The Transmission
Sequence Number (TSN), used to support reordering as described in the previous
section, is also attached to the set of MAC-d PDUs.
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The MAC-e header consists of a number of DDI and N pairs. A mapping is
provided by RRC from the DDI field to a MAC-d PDU size, logical channel ID
and MAC-d flow ID. The logical channel also uniquely identifies the reordering
queue since reordering in E-DCH is performed per logical channel.

The sequence of DDI and N fields is completed with a predefined value of DDI to
indicate the end of the MAC-e header. After the MAC-e header follows a number
of MAC-es PDUs, where the number of MAC-es PDUs is the same as the number
of DDI and N pairs in the MAC-e header (not counting the predefined DDI value
indicating the end of the MAC-e header). After the last MAC-es PDU, the MAC-e
PDU may contain padding to fit the current transport block size.

When appropriate, the MAC-e header also includes 18 bits of scheduling infor-
mation using a special DDI value.

10.3.3 Control signaling

To support E-DCH transmissions in the uplink, three downlink channels carrying
out-band control signaling are defined:

1. The E-HICH is a dedicated physical channel transmitted from each cell in the
active set and used to carry the hybrid ARQ acknowledgments.

2. The E-AGCH is a shared physical channel transmitted from the serving cell
only and used to carry the absolute grants.

3. The E-RGCH carries relative grants. From the serving cell, the E-RGCH is a
dedicated physical channel, carrying the relative grants. From non-serving cells,
the E-RGCH is a common physical channel, carrying the overload indicator.

Thus, a single UE will receive multiple downlink physical control channels. From
the serving cell, the UE receives the E-HICH, E-AGCH, and E-RGCH. From each
of the non-serving cells, the UE receives the E-HICH and the E-RGCH.

Out-band uplink control signaling is also required to indicate the E-TFC the UE
selected, the RSN, and the happy bit. This information is carried on the uplink
E-DPCCH.

In addition to the E-DCH-related out-band control signaling, downlink control
signaling for transmission of power control bits is required. This is no different
from WCDMA in general and is carried on the (F-)DPCH. Similarly, the DPCCH
is present in the uplink to provide a phase reference for coherent demodulation
as well. The overall E-DCH-related out-band control signaling is illustrated in
Figure 10.27.
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Figure 10.27 E-DCH-related out-band control signaling.

10.3.3.1 E-HICH
The E-HICH is a downlink dedicated physical channel, carrying the binary hybrid
ARQ acknowledgments to inform the UE about the outcome of the E-DCH
detection at the NodeB. The NodeB transmits either ACK or NAK, depending on
whether the decoding of the corresponding E-DCH transport block was successful
or a retransmission is requested. To not unnecessarily waste downlink transmis-
sion power, nothing is transmitted on the E-HICH if the NodeB did not detect
a transmission attempt, that is no energy was detected on the E-DPCCH or the
E-DPDCH.

Despite the fact that the ACK/NAK is a single bit of information, the ACK/NAK is
transmitted with a duration of 2 or 8 ms, depending on the TTI configured.3 This
ensures that a sufficient amount of energy can be obtained to satisfy the relatively
stringent error requirements of the ACK/NAK signaling, without requiring a too
high peak power for the E-HICH.

To save channelization codes in the downlink, multiple ACK/NAKs are transmitted
on a single channelization code of spreading factor 128. Each user is assigned an
orthogonal signature sequence to generate a signal spanning 2 or 8 ms as illustrated
in Figure 10.28. The single-bit ACK/NAK is multiplied with a signature sequence
of length 40 bits,4 which equals one slot of bits at the specified spreading factor
of 128. The same procedure is used for 3 or 12 slots, depending on the E-DCH
TTI, to obtain the desired signaling interval of 2 or 8 ms. This allows multiple
UEs to share a single channelization code and significantly reduces amount of
channelization codes that needs to be assigned for E-HICH.

3 The reason for 8 ms and not 10 ms is to provide some additional processing time in the NodeB. See the timing
discussion for further details.
4 In essence, this is identical to defining a spreading factor of 40·128 = 5120.
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As the mutual correlation between different signature sequences varies with the
sequence index, signature sequence hopping is used to average out these differ-
ences. With hopping, the signature sequence of a certain UE changes from slot to
slot using a hopping pattern5 as illustrated in Figure 10.29.

Both the E-HICH and the E-RGCH use the same structure and to simplify the UE
implementation, the E-RGCH and E-HICH for a certain UE shall be allocated the
same channelization code and scrambling code. Thus, with length 40 signature
sequences, 20 users, each with 1 E-RGCH and 1 E-HICH, can share a single

5 The use of hopping could also be expressed as a corresponding three-slot-long signature sequence.
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channelization code. Note that the power for different users’ E-HICH and E-RGCH
can be set differently, despite the fact that they share the same code.

When a single NodeB is handling multiple cells and a UE is connected to several of
those cells, that is, the UE is in softer handover between these cells, it is reasonable
to assume that the NodeB will transmit the same ACK/NAK information to the
UE in all these cells. Hence, the UE shall perform soft combining of the E-HICH
in this case and the received signal on each of the E-HICH-es being received
from the same NodeB shall be coherently added prior to decoding. This is the
same approach as used for combining of power control bits already from the first
release of WCDMA.

The modulation scheme used for the E-HICH is different for the serving and the
non-serving cells. In the serving radio link set, BPSK is used, while for non-serving
radio link sets, On–Off Keying (OOK) is used such that NAK is mapped to DTX
(no energy transmitted). The reason for having different mappings is to minimize
downlink power consumption. Generally, BPSK is preferable if ACK is transmit-
ted for most of the transmissions, while the average power consumption is lower
for OOK when NAK is transmitted more than 75% of the time as no energy is trans-
mitted for the NAK. When the UE is not in soft handover, there is only the serving
cell in the active set and this cell will detect the presence of an uplink transmission
most of the time. Thus, BPSK is preferred for the serving cells. In soft handover,
on the other hand, at most one cell is typically able to decode the transmission,
implying that most of the cells will transmit a NAK, making OOK attractive. How-
ever, note that the NodeB will only transmit an ACK or a NAK in case it detected
the presence of an uplink transmission attempts. If not even the presence of a data
transmission is detected in the NodeB, nothing will be transmitted as described
above. Hence, the E-HICH receiver in the UE must be able to handle the DTX
case as well, although from a protocol point of view only the values ACK and
NAK exist.

10.3.3.2 E-AGCH
The E-AGCH is a shared channel, carrying absolute scheduling grants
consisting of:

• The maximum E-DPDCH/DPCCH power ratio the UE is allowed to use for the
E-DCH (5 bits).

• An activation flag (1 bit), used for (de)activating individual hybrid ARQ
processes.

• An identity that identifies the UE (or group of UEs) for which the E-AGCH
information is intended (16 bits). The identity is not explicitly transmitted but
implicitly included in the CRC calculation.
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Figure 10.30 E-AGCH coding structure.

Rate 1/3 convolutional coding is used for the E-AGCH and the coded bits are rate
matched to 60 bits, corresponding to 2 ms duration at the E-AGCH spreading factor
of 256 (Figure 10.30). In case of a 10 ms E-DCH TTI, the 2 ms structure is repeated
5 times. Note that a single channelization code can handle a cell with both TTIs and
therefore it is not necessary to reserve two channelization codes in a cell with mixed
TTIs. UEs with 2 ms TTI will attempt to decode each subframe of a 10 ms E-AGCH
without finding its identity. Similarly, a 10 ms UE will combine five subframes
before decoding and the CRC check will fail unless the grant was 10 ms long.
For group-wise scheduling, it is unlikely that both 2 and 10 ms UEs will be given
the same grant (although the above behavior might be exploited) and the absolute
grants for these two groups of UEs can be sent separated in time on the same
channelization code.

Each E-DCH-enabled UE receives one E-AGCH (although there may be one or
several E-AGCH configured in a cell) from the serving cell. Although the UE
is required to monitor the E-AGCH for valid information every TTI, a typical
scheduling algorithm may only address a particular UE using the E-AGCH occa-
sionally. The UE can discover whether the information is valid or not by checking
the ID-specific CRC.

10.3.3.3 E-RGCH
Relative grants are transmitted on the E-RGCH and the transmission structure
used for the E-RCGCH is identical to that of the E-HICH. The UE is expected to
receive one relative grant per TTI from each of the cells in its active set. Thus,
relative grants can be transmitted from both the serving and the non-serving cells.

From the serving cell, the E-RGCH is a dedicated physical channel and the signaled
value can be one of +1, DTX, and −1, corresponding to UP, HOLD, and DOWN,
respectively. Similar to the E-HICH, the duration of the E-RGCH equals 2 or 8 ms,
depending on the E-DCH TTI configured.

From the non-serving cells, the E-RGCH is a common physical channel, in essence
a common ‘overload indicator’ used to limit the amount of inter-cell interference.
The value on the E-RGCH from the non-serving cells (overload indicator) can
only take the values DTX and −1, corresponding to ‘no overload’ and DOWN,
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respectively. E-RGCH from the non-serving cells span 10 ms, regardless of the
E-DCH TTI configured. Note that Figure 10.28 is representative for the serving
cell as each UE is assigned a separate relative grant (from the non-serving cell the
E-RGCH is common to multiple UEs).

10.3.3.4 Timing
The timing structure for the E-DCH downlink control channels (E-AGCH,
E-RGCH, E-HICH) is designed to fulfill a number of requirements. Additional
timing bases in the UE are not desirable from a complexity perspective, and hence
the timing relation should either be based on the common pilot or the downlink
DPCH as the timing of those channels anyway needs to be handled by the UE.

Common channels, the E-RGCH from the non-serving cell and the E-AGCH,
are monitored by multiple UEs and must have a common timing. Therefore, the
timing relation of these channels is defined as an offset relative to the common
pilot. The duration of the E-AGCH is equal to the E-DCH TTI for which the UE
is configured. For the E-RGCH from the non-serving cell, the duration is always
10 ms, regardless of the TTI. This simplifies mixing UEs with different TTIs in a
single cell while providing sufficiently rapid inter-cell interference control.

Dedicated channels, the E-RGCH from the serving cell and the E-HICH, are
unique for each UE. To maintain a similar processing delay in the UE and NodeB,
regardless of the UE timing offset to the common pilot, their timing is defined
relative to the downlink DPCH.

The structure of the E-HICH, where multiple E-HICHs share a common chan-
nelization code, has influenced the design of the timing relations. To preserve
orthogonality between users sharing the same channelization code, the (sub)frame
structure of the E-HICHs must be aligned. Therefore, the E-HICH timing is
derived from the downlink DPCH timing, adjusted to the closest 2 ms subframe
not violating the smallest UE processing requirement.

The number of hybrid ARQ processes directly affects the delay budget in the UE
and NodeB. The smaller the number of hybrid ARQ processes, the better from a
roundtrip time perspective but also the tighter the implementation requirements.
The number of hybrid ARQ processes for E-DCH is fixed to four processes in
case of a 10 ms TTI and ten processes in case of a 2 ms TTI. The total delay
budget is split between the UE and the NodeB as given by the expressions relating
the downlink DPCH timing to the corresponding E-HICH subframe. To allow
for 2 ms extra NodeB processing delays, without tightening the UE requirements,
the E-HICH duration is 8 ms, rather than 10 ms in case of a 10 ms E-DCH TTI.
Note that the acceptable UE and NodeB processing delays vary in a 2 ms interval
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Figure 10.31 Timing relation for downlink control channels, 10 ms TTI.

depending on the downlink DPCH timing configuration. For the UE, this effect
is hard to exploit as it has no control over the network configuration and the UE
design therefore must account for the worst case. The NodeB, on the other hand,
may, at least in principle, exploit this fact if the network is configured to obtain
the maximum NodeB processing time.

For simplicity, the timing of the E-RGCH from the serving cell is identical to that
of the E-HICH. This also matches the interpretation of the relative grant in the UE
as it is specified relative to the previous TTI in the same hybrid ARQ process, that
is the same relation that is valid for the ACK/NAK.

The downlink timing relations are illustrated in Figure 10.31 for 10 ms E-DCH
TTI and in Figure 10.32 for 2 ms TTI. An overview of the approximate processing
delays in the UE and NodeB can be found in Table 10.3.

10.3.3.5 Uplink control signaling: E-DPCCH
The uplink E-DCH-related out-band control signaling, transmitted on the
E-DPCCH physical channel, consist of:

• 2-bit RSN,
• 7-bit E-TFCI,
• 1-bit rate request (‘happy bit’).



Ch10-P372533.tex 11/5/2007 19: 23 Page 236

236 3G Evolution: HSPA and LTE for Mobile Broadband

10 ms

5120 chips

tn DPCH,

tn, E-HICH

1024 chips

N�TTI

Framei

i

i

i �1

i �1

i �1i

i

i

E-HICH@NodeB

E-DCH@UE

E-HICH@UE

DPCH@NodeB

DPCH@UE

E-DCH@NodeB

Common pilot

E-RGCH@NodeB

E-RGCH@UE

E-AGCH

E-RGCH 
(UEs for which this cell 
is a non-serving cell)

Tprop

Tprop

Tprop

TUE TNodeB

Figure 10.32 Timing relation for downlink control channels, 2 ms TTI.

Table 10.3 Minimum UE and NodeB processing time. Note that the propa-
gation delay has to be included in the NodeB timing budget.

10 ms E-DCH TTI 2 ms E-DCH TTI

Number of hybrid ARQ processes 4 8
Minimum UE processing time 5.56 ms 3.56 ms
Minimum NodeB processing time 14.1 ms 6.1 ms

The E-DPCCH is transmitted in parallel to the uplink DPCCH on a separate chan-
nelization code with spreading factor 256. In this way, backward compatibility is
ensured in the sense that the uplink DPCCH has retained exactly the same structure
as in earlier WCDMA releases. An additional benefit of transmitting the DPCCH
and the E-DPCCH in parallel, instead of time multiplexed on the same channeliza-
tion code, is that it allows for independent power-level setting for the two channels.
This is useful as the NodeB performance may differ between implementations.
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Figure 10.33 E-DPCCH coding.

The complete set of 10 E-DPCCH information bits are encoded into 30 bits
using a second-order Reed-Müller code (the same block code as used for cod-
ing of control information on the DPCCH). The 30 bits are transmitted over three
E-DPCCH slots for the case of 2 ms E-DCH TTI (Figure 10.33). In case of 10 ms E-
DCH TTI, the 2 ms structure is repeated 5 times. The E-DPCCH timing is aligned
with the DPCCH (and consequently the DPDCH and the E-DPDCH).

To minimize the interference generated in the cell, the E-DPCCH is only trans-
mitted when the E-DPDCH is transmitted. Consequently, the NodeB has to detect
whether the E-DPCCH is present or not in a certain subframe (DTX detection) and,
if present, decode the E-DPCCH information. Several algorithms are possible for
DTX detection, for example, comparing the E-DPCCH energy against a threshold
depending on the noise variance.
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11
MBMS: multimedia broadcast

multicast services

In the past, cellular systems have mostly focused on transmission of data intended
for a single user and not on broadcast services. Broadcast networks, exemplified
by the radio and TV broadcasting networks, have on the other hand focused on cov-
ering very large areas and have offered no or limited possibilities for transmission
of data intended for a single user. Multimedia Broadcast and Multicast Services,
(MBMS), introduced for WCDMA in Release 6, supports multicast/broadcast ser-
vices in a cellular system, thereby combining multicast and unicast transmissions
within a single network.

With MBMS, the same content is transmitted to multiple users located in a specific
area, the MBMS service area, in a unidirectional fashion. The MBMS service area
typically covers multiple cells, although it can be made as small as a single cell.

Broadcast and multicast describe different, although closely related scenarios:

• In broadcast, a point-to-multipoint radio resource is set up in each cell being
part of the MBMS broadcast area and all users subscribing to the broadcast
service simultaneously receive the same transmitted signal. No tracking of
users’ movement in the radio access network is performed and users can receive
the content without notifying the network. Mobile TV is an example of a service
that could be provided through MBMS broadcast.

• In multicast, users request to join a multicast group prior to receiving any data.
The user movements are tracked and the radio resources are configured to match
the number of users in the cell. Each cell in the MBMS multicast area may be
configured for point-to-point or point-to-multipoint transmission. In sparsely
populated cells with only one or a few users subscribing to the MBMS service,
point-to-point transmission may be appropriate, while in cells with a larger
number of users, point-to-multipoint transmission is better suited. Multicast
therefore allows the network to optimize the transmission type in each cell.

239
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Figure 11.1 Example of MBMS services. Different services are provided in different areas using
broadcast in cells 1-4. In cell 5, unicast is used as there is only single user subscribing to the
MBMS service.

To a large extent, MBMS affects mainly the nodes above the radio-access net-
work. A new node, the Broadcast Multicast Service Center (BM-SC), illustrated
in Figure 11.1, is introduced. The BM-SC is responsible for authorization and
authentication of content provider, charging, and the overall configuration of the
data flow through the core network. It is also responsible for application-level
coding as discussed below.

As the focus of this book is on the radio-access network, the procedures for MBMS
will only be briefly described. In Figure 11.2, typical phases during an MBMS
session are illustrated. First, the service is announced. In case of broadcast, there
are no further actions required by the user; the user simply ‘tunes’ to the channel of
interest. In case of multicast, a request to join the session has to be sent to become
member of the corresponding MBMS service group and, as such, receive the data.
Before the MBMS transmission can start, the BM-SC sends a session-start request
to the core network, which allocates the necessary internal resources and request
the appropriate radio resources from the radio-access network. All terminals of the
corresponding MBMS service group are also notified that content delivery from
the service will start. Data will then be transmitted from the content server to the
end users. When the data transmission stops, the server will send a session-stop
notification. Also, users who want to leave an MBMS multicast service can request
to be removed from the MBMS service group.
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Figure 11.2 Example of typical phases during an MBMS session. The dashed phases are only used
in case of multicast and not for broadcast.

One of the main benefits brought by MBMS is the resource savings in the network
as a single stream of data may serve multiple users. This is seen in Figure 11.1,
where three different services are offered in different areas. From the BM-SC, data
streams are fed to each of the NodeBs involved in providing the MBMS services.
As seen in the figure, the data stream intended for multiple users is not split until
necessary. For example, there is only a single stream of data sent to all the users
in cell 3. This is in contrast to previous releases of UTRAN, where one stream per
user has to be configured throughout both the core network and the radio access
network.

In the following, the principles behind MBMS in the radio access network
and their introduction into WCDMA will be discussed. The focus is on point-
to-multipoint transmission as this requires some new features in the radio
interface. Point-to-point transmission uses either dedicated channels or HS-
DSCH and are, from a radio-interface perspective, not different from any other
transmission.

A description of MBMS from a specification perspective is found in [102] and the
references therein.
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11.1 Overview

As discussed above, one of the main benefits with MBMS is resource savings
in the network as multiple users can share a single stream of data. This is valid
also from a radio-interface perspective, where a single transmitted signal may
serve multiple users. Obviously, point-to-multipoint transmission puts very dif-
ferent requirements on the radio interface than point-to-point unicast. User-specific
adaptation of the radio parameters, such as channel-dependent scheduling or rate
control, cannot be used as the signal is intended for multiple users. The trans-
mission parameters such as power must be set taking the worst case user into
account as this determines the coverage for the service. Frequent feedback from
the users, for example, in the form of CQI reports or hybrid ARQ status reports,
would also consume a large amount of the uplink capacity in cells where a large
number of users simultaneously receive the same content. Imagine, for example,
a sports arena with thousands of spectators watching their home team playing, all
of them simultaneously wanting to receive results from games in other locations
whose outcome might affect their home team. Clearly, user-specific feedback
would consume a considerable amount of capacity in this case.

From the above discussion, it is clear that MBMS services are power limited
and maximizing the diversity without relying on feedback from the users is of
key importance. The two main techniques for providing the diversity for MBMS
services are

1. Macro-diversity by combining of transmissions from multiple cells.
2. Time-diversity against fast fading through a long 80 ms TTI and application-

level coding.

Fortunately, MBMS services are not delay sensitive and the use of a long TTI
is not a problem from the end-user perspective. Additional means for providing
diversity can also be applied in the network, for example open-loop transmit diver-
sity. Receive diversity in the terminal also improves the performance, but as the
3GPP UE requirements for Rel6 are set assuming single-antenna UEs, it is hard
to exploit this type of diversity in the planning of MBMS coverage. Also, note
that application-level coding provides additional benefits, not directly related to
diversity, as discussed below.

11.1.1 Macro-diversity

Combining transmissions of the same content from multiple cells (macro-
diversity) provides a significant diversity gain [80], in the order of 4–6 dB
reduction in transmission power compared to single-cell reception, as illustrated in
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Figure 11.3. Two combining strategies are supported for MBMS, soft combining
and selection combining, the principles of both illustrated in Figure 11.4.

Soft combining, as the term indicates, combines the soft bits received from the
different radio links prior to (Turbo) decoding. In principle, the UE descrambles
and RAKE combines the transmission from each cell individually, followed by soft
combining of the different radio links. Note that, in contrast to unicast, this macro-
diversity gain comes ‘for free’ in the sense that the signal in the neighboring cell
is anyway present. Therefore, as discussed in Chapter 4, it is better to exploit this



Ch11-P372533.tex 11/5/2007 19: 23 Page 244

244 3G Evolution: HSPA and LTE for Mobile Broadband

signal rather than treat it as interference. However, as WCDMA uses cell-specific
scrambling of all data transmissions, the soft combining needs to be performed by
the appropriate UE processing. This processing is also responsible for suppressing
the interference caused by (non-MBMS) transmission activity in the neighboring
cells. To perform soft combining, the physical channels to be combined should be
identical. For MBMS, this implies the same physical channel content and structure
should be used on the radio links that are soft combined.

Selection combining, on the other hand, decodes the signal received from each
cell individually and for each TTI selects one (if any) of the correctly decoded data
blocks for further processing by higher layers. From a performance perspective,
soft combining is preferable as it provides not only diversity gains, but also a power
gain as the received power from multiple cells is exploited. Relative to selection
combining, the gain is in the order of 2–3 dB [80].

The reason for supporting two different combining strategies is to handle differ-
ent levels of asynchronism in the network. For soft combining, the soft bits from
each radio link have to be buffered until the whole TTI is received from all involved
radio links and the soft combining can start, while for selection combining, each
radio link is decoded separately and it is sufficient to buffer the decoded infor-
mation bits from each link. Hence, for a large degree of asynchronism, selection
combining requires less buffering in the UE at the cost of an increase in Turbo
decoding processing and loss of performance. The UE is informed about the level
of synchronism and can, based upon this information and its internal implemen-
tation, decide to use any combination scheme as long as it fulfills the minimum
performance requirements mandated by the specifications. With similar buffer-
ing requirements as for a 3.6 Mbit/s HSDPA terminal, which is the basis for the
definition of the UE MBMS requirements, soft combining is possible provided
the transmissions from the different cells are synchronized within approximately
80 ms, which is likely to be realistic in most situations.

As mentioned above, the UE capabilities are set assuming similar buffering
requirements as for a 3.6 Mbit/s HSDPA terminal. This result in certain limita-
tions in the number of radio links a terminal is required to be able to soft combine
for different TTI values and different data rates. This is illustrated in Table 11.1,
from which it is also seen that all MBMS-capable UEs can support data rates up
to 256 kbit/s. It is worth noting that there is a single MBMS UE capability – either
the UE supports MBMS or not. As network planning has to be done assuming
a certain set of UE capabilities in terms of soft combining, etc., exceeding these
capabilities cannot be exploited by the operator. The end user may of course benefit
from a more advanced terminal, for example through the possibility for receiving
multiple services simultaneously.
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Table 11.1 Requirements on UE processing for MBMS reception [99].

Data rate (on MTCH) Soft combining Selection combining

Maximum number of RLs TTI Maximum number of RLs TTI

256 kbit/s 3 40 2 40
≤2 80 1 80

128 kbit/s ≤3 80 3 40
2 80
1 80

≤64 kbit/s ≤3 80 ≤3 80

11.1.2 Application-level coding

Many end-user applications require very low error probabilities, in the order
of 10−6. Providing these low error probabilities on the transport channel level
can power-wise be quite costly. In point-to-point communications, some form
of (hybrid) ARQ mechanism is therefore used to retransmit erroneous pack-
ets. HSDPA, for example, uses both a hybrid-ARQ mechanism (see Chapter 9)
and RLC retransmissions. In addition, the TCP protocol itself also performs
retransmissions to provide virtually error-free packet delivery. However, as previ-
ously discussed, broadcast typically cannot rely on feedback, and, consequently,
alternative strategies need to be used. For MBMS, application-level forward error-
correcting coding is used to address this problem. The application-level coding
resides in the BM-SC and is thus not part of the radio-access network, but is
nevertheless highly relevant for a discussion of the radio-access-network design
for support of MBMS. With application-level coding, the system can operate
at a transport-channel block-error rate in the order of 1–10% instead of frac-
tions of a percent, which significantly lowers transmit power requirement. As
the application-level coding resides in the BM-SC, it is also effective against
occasional packet losses in the transport network, for example due to temporary
overload conditions.

Systematic Raptor codes [63] have been selected for the application-level coding
in MBMS [105], operating on packets of constant size (48–512 bytes). Raptor
codes belongs to a class of Fountain codes, and as many encoding packets as
needed can be generated on-the-fly from the source data. For the decoder to be
able to reconstruct the information, it only needs to receive sufficiently many
coded packets. It does not matter which coded packets it received, in what order
they are received, or if certain packets were lost (Figure 11.5).

In addition to provide additional protection against packet losses and to reduce the
required transmission power, the use of application-level coding also simplifies the
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Figure 11.5 Illustration of application-level coding. Depending on their different ratio conditions,
the number of coded packets required for the UEs to be able to reconstruct the original information
differs.

procedures for UE measurements. For HSDPA, the scheduler can avoid schedul-
ing data to a given UE in certain time intervals. This allows the UE to use the
receiver for measurement purposes, for example to tune to a different frequency
and possible also to a different radio access technology. In a broadcast setting,
scheduling measurement gaps is cumbersome as different UEs may have different
requirements on the frequency and length of the measurement gaps. Furthermore,
the UEs need to be informed when the measurement gaps occur. Hence, a different
strategy for measurements is adopted in MBMS. The UE measurements are done
autonomously, which could imply that a UE sometimes miss (part of) a coded
transport block on the physical channel. In some situations, the inner Turbo code
is still able to decode the transport channel data, but if this is not the case, the outer
application-level code will ensure that no information is lost.

11.2 Details of MBMS

One requirement in the design of MBMS was to reuse existing channels to the
extent possible. Therefore, the FACH transport channel and the S-CCPCH physical
channel are reused without any changes. To carry the relevant MBMS data and
signaling, three new logical channels are added to Rel6:

1. MBMS Traffic Channel (MTCH), carrying application data.
2. MBMS Control Channel (MCCH), carrying control signaling.
3. MBMS Scheduling Channel (MSCH), carrying scheduling information to

support discontinuous reception in the UE.

All these channels use FACH as the transport channel type and the S-CCPCH as
the physical channel type. In addition to the three new logical channels, one new
physical channel is introduced to support MBMS – MBMS Indicator Channel
(MICH), used to notify the UE about an upcoming change in MCCH contents.

11.2.1 MTCH

The MTCH is the logical channel used to carry the application data in case of
point-to-multipoint transmission (for point-to-point transmission, DTCH, mapped
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to DCH or HS-DSCH, is used). One MTCH is configured for each MBMS service
and each MTCH is mapped to one FACH transport channel. The S-CCPCH is the
physical channel used to carry one (or several) FACH transport channels.

The RLC for MTCH is configured to use unacknowledged mode as no RLC status
reports can be used in point-to-multipoint transmissions. To support selective
combining (discussed in Section 11.1.1), the RLC has been enhanced with support
for in-sequence delivery using the RLC PDU sequence numbers and the same type
of mechanism as employed in MAC-hs (see Chapter 9). This enables the UE to
do reordering up to a depth set by the RLC PDU sequence number space in case
of selection combining.

In Figure 11.6, an example of the flow of application data through RLC, MAC,
and physical layer is illustrated. The leftmost part of the figure illustrates the case
of point-to-point transmission, while the middle and rightmost parts illustrates
the case of point-to-multipoint transmission using the MTCH. In the middle part,
one RLC entity is used with multiple MAC entities. This illustrates a typical
situation where selection combining is used, where multiple cells are loosely time
aligned and the same data may be transmitted several TTIs apart in the different
cells. Finally, the rightmost part of the figure illustrates a typical case where soft
combining can be used. A single RLC and MAC entity is used for transmission in
multiple cells. To allow for soft combining, transmissions from the different cells
need to be aligned within 80.67 ms (assuming 80 ms TTI).
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11.2.2 MCCH and MICH

The MCCH is a logical channel type used to convey control signaling necessary
for MTCH reception. One MCCH is used in each MBMS-capable cell and it can
carry control information for multiple MTCHs. The MCCH is mapped to FACH
(note, a different FACH than used for MTCH), which in turn is transmitted on an
S-CCPCH physical channel. The same S-CCPCH as for the MTCH may be used,
but if soft combining is allowed for MTCH, different S-CCPCHs for MTCH and
MCCH should be used. The reason for using separate S-CCPCHs in this case is
that no selection or soft combining is used for the MCCH, and the UE receives the
MCCH from a single cell only. The RLC is operated in unacknowledged mode for
MCCH. Where to find the MCCH is announced on the BCCH (the BCCH is the
logical channel used to broadcast system configuration information).

Transmission on the MCCH follows a fixed schedule as illustrated in Figure 11.7.
The MCCH information is transmitted using a variable number of consecutive
TTIs. In each modification period, the critical information remains unchanged1

and is periodically transmitted based on a repetition period. This is useful to
support mobility between cells; a UE entering a new cell or a UE which missed
the first transmission does not have to wait until the start of a new modification
period to receive the MCCH information.

The MCCH information includes information about the services offered in the
modification period and how the MTCHs in the cell are multiplexed. It also con-
tains information about the MTCH configuration in the neighboring cells to support
soft or selective combining of multiple transmissions. Finally, it may also contain
information to control the feedback from the UEs in case counting is used.

1 The MBMS access information may change during a modification period, while the other MCCH information
is considered as critical and only may change at the start of a modification period.
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Counting is a mechanism where UEs connect to the network to indicate whether
they are interested in a particular service or not and is useful to determine the
best transmission mechanism for a given service. For example, if only a small
number of users in a cell are interested in a particular service, point-to-point
transmission may be preferable over point-to-multipoint transmission. To avoid
the system being heavily loaded in the uplink as a result of counting responses,
only a fraction of the UEs transmit the counting information to the network. The
MCCH counting information controls the probability with which a UE connects
to the network to transmit counting information. Counting can thus provide the
operator with valuable feedback on where and when a particular service is popular,
a benefit typically not available in traditional broadcast networks.

To reduce UE power consumption and avoid having the UE constantly receiv-
ing the MCCH, a new physical channel, the MICH (MBMS Indicator Channel),
is introduced to support MBMS. Its purpose is to inform UEs about upcoming
changes in the critical MCCH information and the structure is identical to the
paging indicator channel. In each 10 ms radio frame, 18, 36, 72, or 144 MBMS
indicators can be transmitted, where an indicator is a single bit, transmitted using
on–off keying and related to a specific group of services.

By exploiting the presence of the MICH, UEs can sleep and briefly wake up at
predefined time intervals to check whether an MBMS indicator is transmitted. If
the UE detects an MBMS indicator for a service of interest, it reads the MCCH
to find the relevant control information, for example when the service will be
transmitted on the MTCH. If no relevant MBMS indicator is detected, the UE may
sleep until the next MICH occasion.

11.2.3 MSCH

The purpose of the MSCH is to enable UEs to perform discontinuous reception
of the MTCH. Its content informs the UE in which TTIs a specific service will
be transmitted. One MSCH is transmitted in each S-CCPCH carrying the MTCH
and the MSCH content is relevant for a certain service and a certain S-CCPCH.
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12
HSPA Evolution

Although HSPA as defined in Release 6 is a significant enhancement to the packet-
data functionality in WCDMA, the performance is further enhanced in Release 7
and beyond. Herein, this is referred to as ‘HSPA Evolution’ and consists of both
the introduction of new major features, such as MIMO, and many smaller improve-
ments to existing structures which, when taken together as a package, represents
a major increase in performance and capabilities. In the following sections, some
of these enhancements are discussed.

12.1 MIMO

MIMO is one of the major new features in Release 7, introduced to increase the
peak data rates through multi-stream transmission. Strictly speaking, MIMO, Mul-
tiple Input Multiple Output, in its general interpretation denotes the use of multiple
antennas at both transmitter and receiver. This can be used to obtain a diversity gain
and thereby increase the carrier-to-interference ratio at the receiver. However, the
term is commonly used to denote the transmission of multiple layers or multiple
streams as a mean to increase the data rate possible in a given channel. Hence,
MIMO, or spatial multiplexing, should mainly be seen as a tool to improve the end-
user throughput by acting as a ‘data-rate booster’. Naturally, an improved end-user
throughput will to some extent also result in an increased system throughput.

As discussed in Chapter 6, MIMO schemes are designed to exploit certain proper-
ties in the radio propagation environment to attain high data rates by transmitting
multiple data streams in parallel. However, to achieve these high data rates,
a correspondingly high carrier-to-interference ratio at the receiver is required.
Spatial multiplexing therefore is mainly applicable in smaller cells or close to
the base station, where high carrier-to-interference ratios are common. In situ-
ations where a sufficient high carrier-to-interference ratios cannot be achieved,
the multiple receive antennas, which a MIMO-capable UE is equipped with,
can be used for receive diversity also for a single-stream transmission. Hence,

251
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a MIMO-capable UE will offer higher cell-edge data rates also in large cells,
compared to a corresponding single-antenna UE.

The scheme used for HSDPA-MIMO is sometimes referred to as dual-stream
transmit adaptive arrays (D-TxAA) [16], which is a multi-codeword scheme with
rank adaptation and pre-coding. The scheme can be seen as a generalization of
closed-loop mode-1 transmit diversity [97], present already in the first WCDMA
release.

Transmission of up to two streams is supported by HSDPA-MIMO. Each stream
is subject to the same physical-layer processing in terms of coding, spreading and
modulation as the corresponding single-layer HSDPA case. After coding, spread-
ing, and modulation, linear pre-coding is used before the result is mapped to the
two transmit antennas. As discussed in Chapter 6, there are several reasons for
this pre-coding. Even if only a single stream is transmitted, it can be beneficial
to exploit both transmit antennas by using transmit diversity. Therefore, the pre-
coding in the single-stream case is similar to closed-loop transmit diversity mode-1
(the difference is mainly in the details for signaling and the update rate as will be
discussed below). In essence, this can be seen as a simple form of beam-forming.
Furthermore, the pre-coding attempts to pre-distort the signal such that the two
streams are (close to) orthogonal at the receiver. This reduces the interference
between the two streams and lessens the burden on the receiver processing.

Mainly the physical-layer processing is affected by the introduction of MIMO; the
impact to the protocol layer is small and MIMO is to a large extent only visible as
a higher data rate.

12.1.1 HSDPA-MIMO data transmission

To support dual-stream transmission, the HS-DSCH is modified to support up
to two transport blocks per TTI. Each transport block represents one stream.
A CRC is attached to each of the transport blocks and each transport block
is individually coded. This is illustrated in Figure 12.1 (compare with Chap-
ter 9 for the non-MIMO case). Since two transport blocks are used in case
of multi-stream transmission, HSDPA-MIMO is a multi-codeword scheme (see
Chapter 6 for a discussion on single vs multi-codeword schemes) and allows for a
successive-interference-cancellation receiver in the UE.

The physical-layer processing for each stream is identical to the single-stream
case, up to and including spreading [95, 96]. To avoid wasting channelization-
code resources, the same set of channelization codes should be used for the two
streams. At the receiver, the two streams are separated by the appropriate receiver
processing, for example by interference cancellation (see Chapter 6).
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Figure 12.1 HS-DSCH processing in case of MIMO transmission.

The signal after individual spreading of a stream can be seen as the signal on a
virtual antenna. Before each of the virtual-antenna signals are fed to the physical
antennas,1 linear pre-coding is used as illustrated in Figure 12.2. For each of the
streams, the pre-coder is simply a pair of weights. Stream i is multiplied with the
complex weight wij before being fed to physical antenna j.

Using pre-coding is beneficial for several reasons, especially in the case of single-
stream transmission. In this case, pre-coding provides both diversity gain and array
gain as both transmit antennas are used and the weights are selected such that the
signals from the two antennas add coherently at the receiver. This results in a higher
received carrier-to-interference ratio than in absence of pre-coding, thus increasing
the coverage for a certain data rate. Furthermore, if a separate power amplifier

1 The term ‘physical antenna’ here denotes the antenna as seen by the specifications, that is each antenna from
the specification perspective has a separate common pilot. The actual antenna arrangement on the base station
may take any form, although the only antennas visible from the UE are those with a unique common pilot.
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Figure 12.2 Modulation, spreading, scrambling and pre-coding for two dual-stream MIMO.

is used for each physical antenna, pre-coding ensures both of them are used also
in case of single-stream transmissions, thereby increasing the total transmit power.
The pre-coding weights in case of single-stream transmission are chose to be
identical to those used for Release 99 closed-loop transmit diversity,

w1,1 = 1/
√

2,

w2,1 ∈
{

(1 + j)

2
,

(1 − j)

2
,

(−1 + j)

2
,

(−1 − j)

2

}
. (4.1)

In case of dual-stream transmission, pre-coding can be used to aid the receiver in
separating the two streams. If the weights for the second stream are chosen as the
(orthogonal) eigenvectors of the covariance matrix at the receiver, the two streams
will not interfere with each other at the transmitter. Hence, once the weights for
the first stream are selected, the weights w1,2, w2,2 used for the second stream are
given by the requirement to make the columns of the pre-coding matrix orthogonal.

W =
[

w1,1 w1,2

w2,1 w2,2

]
(4.2)

As there are four different values possible for w2,1, it follows that there are
four different values of pre-coding matrix W possible. The pre-coding matrix
is constant over one subframe. The setting of the weights are up to the NodeB
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implementation but is typically based on Pre-coding Control Indication (PCI)
feedback from the UE.

To demodulate the transmitted data, the UE requires estimates of the channels
between each of the base station virtual antennas and each of UEs physical anten-
nas. Hence, a total of four channels need to be estimated. One possibility would be
to transmit a common pilot signal on each of the virtual antennas. However, this
would not be backwards compatible as UEs assume the primary common pilot to
be transmitted from the primary antenna. Demodulation of non-MIMO channels,
for example the control channels necessary for the operation of the system, would
not be possible either as these channels are not transmitted using any pre-coding.
Therefore, the common pilot channels are transmitted in the same way as for trans-
mit diversity. On each physical antenna, a common pilot channel is transmitted.
Either a primary common pilot channel is configured on each antenna, using the
same channelization and scrambling code on all antennas, or a primary common
pilot is configured on one antenna and a secondary common pilot on the other
antenna. In case a primary common pilot is configured on both antennas, different
mutually orthogonal pilot patterns are used on the different common pilots (all
zeros for the first physical antenna as in the single-antenna case, and a sequence of
zero and ones for the second physical antenna). Both these schemes enable the UE
to estimate the channel from each of the physical transmit antennas to each of its
receive antennas. Given knowledge of the pre-coding matrix the NodeB used, the
UE can form an estimate of the effective channel from each of the virtual antennas
to each of the physical receiver antennas as ĤW , where

Ĥ =
[

ĥ1,1 ĥ1,2

ĥ2,1 ĥ2,2

]
(4.3)

and ĥi,j is the estimate of the channel between the physical antenna i at the base
station and the physical antenna j at the UE. For this reason, the pre-coding matrix
is signaled to the UE on the HS-SCCH. Explicit signaling of the pre-coding matrix
greatly simplifies the UE implementation compared to estimation of the antenna
weights which is the case for closed-loop transmit diversity in Release 99 [97].

12.1.2 Rate control for HSDPA-MIMO

Rate control for each stream is similar to the single-stream case. However, the
rate-control mechanism also needs to determine the number of streams to transmit
and the pre-coding matrix to use. Hence, for each TTI, the number of streams to
transmit, the transport-block sizes for each of the streams, the number of channel-
ization codes, the modulation scheme, and the pre-coding matrix is determined
by the rate-control mechanism. This information is provided to the UE on the
HS-SCCH, similar to the non-MIMO case. As the scheduler controls the size of
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the two transport blocks in case of multi-stream transmission, the data rate of the
two streams can be individually controlled.

Multi-stream transmission is beneficial only at relatively high carrier-to-
interference ratios and will consequently only be used for the highest data rates.
For lower data rates, single-stream transmission should be used. In this case, the
two physical antennas are used for diversity transmission and only one of the
virtual antennas is carrying user data.

Similar to Release 6, the rate-control mechanism typically relies on UE feedback of
the instantaneous channel quality. In case of dual-stream transmission, information
about the supported data rate on each of the streams is required. However, as
the NodeB scheduler is free to select the number of streams transmitted to a UE,
the supported data rate in case of single-stream transmission is also of interest. The
CQI reports are therefore extended to cover both these cases, as well as indicating
the preferred pre-coding matrix.

12.1.3 Hybrid ARQ with soft combining for HSDPA-MIMO

For each stream, the physical-layer hybrid-ARQ processing and the use of mul-
tiple hybrid-ARQ processes are identical to the single-stream case. However, as
the multiple streams are transmitted over different antennas, one stream may be
correctly received while another stream require retransmission of the payload.2

Therefore, one ACK/NAK per stream is sent from the UE to the NodeB.

12.1.4 Control signaling for HSDPA-MIMO

To support MIMO, the out-band control signaling is modified accordingly. No
changes to the in-band control signaling in the form of the MAC-hs header are
required as reordering and priority queue selection is not affected by the introduc-
tion of MIMO. However, to efficiently support the higher data rates provided by
MIMO, the MAC, and RLC layers are updated with flexible segmentation.

The downlink out-band control signaling is carried on the HS-SCCH. In case
MIMO support is enabled in the UE, an alternative format of the HS-SCCH is used
to accommodate the additional information required (Figure 12.3). The division of
the HS-SCCH into two parts (see Chapter 9) is maintained. Part one is extended to
include information about the number of streams transmitted to the UE, one or two,
and their respective modulation scheme as well as which of the four pre-coding
matrices the NodeB used for the transmission. For the second part of the HS-
SCCH, the format used depends on whether one or two streams were scheduled

2 Typically, if the first stream is erroneously received, decoding of the second stream is likely to fail if successive
interference cancellation is used.
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Part 1 Part 2

�  Channelization codes
�  Modulation scheme
�  Number of streams
�  Precoding matrix

�  UE ID
�  Transport block size
�  Hybrid ARQ information
�  Transport block size, stream 2
�  Hybrid ARQ information, stream 2

Only in case of dual-stream transmission

Figure 12.3 HS-SCCH information in case of MIMO support. The gray shaded information is
added compared to Release 5.

to the UE. In the latter case, additional bits are transmitted on part two to convey
the hybrid-ARQ and transport-block size information also for the second stream.
Despite the slight increase of the number of bits on the HS-SCCH in case MIMO
support is enabled in the UE, the HS-SCCH spreading factor is kept at 128. The
additional bits are fitted onto the physical channel by adjusting the rate matching
of the two parts appropriately.

Uplink out-band control signaling consists of ACK/NAK, PCI, and CQI, and is
transmitted on the HS-DPCCH. In case of single-stream transmission, only a single
ACK/NAK bit is transmitted and the format is identical to Release 5. In case of
dual-stream transmission, the two ACK/NAK bits are jointly coded to 10 bits and
transmitted in one slot on the HS-DPCCH.

The Pre-coding Control Information (PCI), consists of 2 bits, indicating which of
the four pre-coding matrices that best matches the channel conditions at the UE.

The Channel Quality Indicator (CQI), indicates the data rate the UE recommends
in case transmission is done using the recommended PCI. Both single-stream and
dual-stream CQI reports are useful as the scheduler may decide to transmit a single
stream, even if the channel conditions permit two streams, in some situations, for
example if the amount of data to transmit is small. In this case, a single-stream CQI
report is required, while in the case of dual-stream transmission obviously a CQI
report per stream is useful. As it is not straightforward to deduce the single-stream
quality from a dual-stream report, two types of CQI reports are defined:

1. Type A reports, containing the PCI and the recommended number of streams,
one or two, as well as the CQI for each of these streams.

2. Type B reports, containing the PCI and the CQI in case of single-stream
transmission.

For the type B reports, the same 5-bit CQI report as in earlier releases is used,
while for type A the CQI consists of 8 bits. In both cases, the PCI and CQI reports
are concatenated and coded into 20 bits using a block code.
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N/M � 3/4, 2ms reporting cycle, no repetition

N/M � 2/3, 8ms reporting cycle, repetition factor 2

2 ms subframe
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8 ms reporting cycle
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A A B A A A B A A A B

AA AA BB

Figure 12.4 Example of type A and type B PCI/CQI reporting for a UE configured for MIMO
reception.

Table 12.1 Peak data rates with MIMO.

HS-DSCH Max number Modulation Max data rate
category of codes schemes

Single stream Dual stream

9 15 16QAM, QPSK 11.7 Mbit/s 23.4 Mbit/s
10 14 Mbit/s 28 Mbit/s

Similar to the non-MIMO case, the PCI/CQI reports are transmitted in two slots
on the HS-DPCCH. To allow for a flexible adaptation to different propagation
environments, the first N out of M PCI/CQI reports are type A reports and the
remaining M–N reports are type B reports. The ratio N /M is configured by RRC
signaling. Two examples are shown in Figure 12.4.

12.1.5 UE capabilities

To allow for a wide range of different UE implementations, MIMO support is
not mandatory for all UEs. Furthermore, as multi-stream transmission mainly is a
tool for increasing the supported peak data rates, MIMO is mainly relevant for the
high-end UE categories. Therefore, a UE supporting MIMO is either a category 9
or category 10 UE [99]. Whether a particular UE is capable of MIMO or not is sig-
naled as a separate UE capability; as an example a terminal can be category 9 when
operating in MIMO mode and category 10 otherwise. If MIMO is not configured
in an MIMO-capable terminal, the behavior is identical to that of Release 6.

The supported data rates with and without MIMO for these UEs are listed in
Table 12.1. Note that the peak data rate for MIMO-capable category 9 UEs
in case of single-stream transmission is slightly higher than the corresponding
non-MIMO UEs.
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Table 12.2 Peak rates in downlink and uplink with higher-order modulation.

Downlink peak rate (Mbit/s) Uplink peak rate (Mbit/s)

16QAM 64QAM 64QAM and MIMO∗ BPSK/QPSK 16QAM

14 21 42 5.7 11

∗Technology potential if 64QAM and MIMO would be used simultaneously.

12.2 Higher-order modulation

The introduction of MIMO, discussed in the previous section, allows for a sub-
stantial increase in peak data rate. This increase is achieved by exploiting certain
propagation conditions in the channel through multi-stream transmission. How-
ever, in some situations the UE can experience a high carrier-to-interference ratio
at the same time as the channel does not support multi-stream transmission, for
example in case of line-of-sight propagation. As discussed in Chapter 3, higher-
order modulation is useful in such cases. Higher-order modulation is also useful as
it allows for high data rates in cases when the UE or NodeB are not equipped with
multiple antennas. Therefore, Release 7 increases the highest modulation order
to 64QAM in the downlink and 16QAM in the uplink [96]. The peak rates with
higher order modulation are listed in Table 12.2.

Supporting 64QAM in the downlink and 16QAM in the uplink is based on the same
principles as already specified for Release 6. However, to fulfill the transmitter
RF requirements, a somewhat larger power amplifier back-off may be required
for these modulation schemes.

12.3 Continuous packet connectivity

Packet-data traffic is often highly bursty with occasional periods of transmission
activity. Clearly, from a user performance perspective, it is advantageous to keep
the HS-DSCH and E-DCH configured to rapidly be able to transmit any user data.
At the same time, maintaining the connection in uplink and downlink comes at a
cost. From a network perspective, there is a cost in uplink interference from the
DPCCH transmission even in absence of data transmission. From a UE perspective,
power consumption is the main concern; even when no data is received the UE
needs to transmit the DPCCH and monitor the HS-SCCH.

To reduce UE power consumption, WCDMA, like most other cellular systems,
has several states: URA_PCH, CELL_PCH, CELL_FACH, and CELL_DCH. The
different states are illustrated in Figure 12.5.

The lowest power consumption is achieved when the UE is in one of the two
paging states specified for WCDMA, namely CELL_PCH and URA_PCH.
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Figure 12.5 WCDMA state model.

In these states, the UE sleeps and only occasionally wakes up to check for pag-
ing messages. The paging mechanism is mainly intended for longer periods of
inactivity. For exchange of data, the UE need to be moved to the CELL_FACH or
CELL_DCH states.

In CELL_FACH, the UE can transmit small amounts of data as part of the random-
access procedure. The UE also monitors common downlink channels for small
amounts of user data and RRC signaling from the network.

The high-transmission-activity state is known as CELL_DCH. In this state, the UE
can use HS-DSCH and E-DCH for exchanging data with the network as described
in Chapters 9 and 10, respectively. This state allows for rapid transmission of large
amounts of user data, but also has the highest UE power consumption.

RRC signaling is used to move the UE between the different states. Thus, as
discussed above, from a delay perspective it is preferable to keep the UE in
CELL_DCH, while from interference and power-consumption perspective, one
of the paging states is preferred.

To improve the packet-data support in HSPA, a set of features known as Continuous
Packet Connectivity (CPC), is introduced in Release 7. CPC consists of three
building blocks:

1. Discontinuous transmission (DTX), to reduce the uplink interference and
thereby increase the uplink capacity, as well as to save battery power.

2. Discontinuous reception (DRX), to allow the UE to periodically switch off the
receiver circuitry and save battery power.

3. HS-SCCH-less operation to reduce the control signaling overhead for small
amounts of data, as will be the case for services such as VoIP.
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The intention with these features is to provide an ‘always-on’ experience for the
end user by keeping the UE in CELL_DCH for a longer time and avoiding fre-
quent state changes to the low-activity states, as well as improving the capacity
for services, such as VoIP. Since they mainly relate to packet-data support, they
are only supported in combination with HSPA; thus if a DCH is configured, the
CPC features cannot be used. In the following, the three building blocks and the
interaction between them is described.

12.3.1 DTX – reducing uplink overhead

The shared resource in the uplink is, as discussed in Chapter 10, the interfer-
ence headroom in the cell. During the periods when no data transmission is
ongoing in the uplink, the interference generated by a UE is due to the uplink
DPCCH, which is continuously transmitted as long as the E-DCH is configured.
Any reduction in unnecessary DPCCH activity would therefore directly reduce
the uplink interference, thereby lowering the cost in terms of system capacity of
keeping the UE connected. Clearly, from an interference reduction perspective,
the best approach would be to completely switch off the DPCCH when no data
transmission is taking place. However, this would have a serious impact on the
possibility to maintain uplink synchronization, as well as negatively impact the
power control operation. Therefore, occasional slots of DPCCH activity, even if
there is no data to transmit, are beneficial to maintain uplink synchronization and
to maintain a reasonably accurate power control. This is the basic idea behind
Uplink Discontinuous Transmission (uplink DTX). Obviously, the burstier the
data traffic, the larger the benefits with discontinuous transmission.

Basically, if there is no E-DCH transmission in the uplink, the UE automatically
stops continuous DPCCH transmission and regularly transmits a DPCCH burst
according to a UE DTX cycle. The UE DTX cycle, configured in the UE and
the NodeB by the RNC, defines when to transmit the DPCCH even if there is
no E-DCH activity. This is illustrated in Figure 12.6. The length of the DPCCH
burst can be configured. Note that the DPCCH is transmitted whenever there is
activity on the uplink E-DPDCH, regardless of the UE DTX cycle. There is also a

E-DPDCH

E-DPCCH

DPCCH

Slot Threshold for switching to cycle 2

Preamble Postamble
Switch from 

UE DTX cycle 1 to 
UE DTX cycle 2

UE DTX cycle 1 used UE DTX cycle 2 used

Figure 12.6 Example of uplink DTX.
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possibility to set UE-specific offsets to spread the DPCCH transmission occasions
from different UEs in time.

To adapt the UE DTX cycle to the traffic properties, two different cycles are
defined, UE DTX cycle 1 and UE DTX cycle 2, where the latter is an integer
multiple of the former. After a certain configurable period of inactivity on the
E-DCH, the UE switches from UE DTX cycle 1 to UE DTX cycle 2, which has
less frequent DPCCH transmission instants.

Discontinuous reception in the NodeB is possible thanks to the use of uplink
DTX and can be useful to save processing resources in the NodeB as it does not
have to continuously process the received signal from all users. To enable this
possibility, the network can configure the UE to allow E-DCH transmissions to
start only in certain (sub)frames. A certain time after the last E-DCH transmission,
the restriction takes effect and the UE can only transmit in the uplink according
to the MAC DTX Cycle.

During slots where the DPCCH is not transmitted, the NodeB cannot estimate
the uplink signal-to-interference ratio for power-control purposes and there is no
reason for transmitting a power control bit in the downlink. Consequently, the UE
shall not receive any power control commands on the F-DPCH in downlink slots
corresponding to inactive uplink DPCCH slots. For improved channel-estimation
performance and more accurate power control, preambles and postambles are
used. For UE DTX cycle 1, the UE starts DPCCH transmission two slots prior
to the start of E-DPDCH, as well as ends the DPCCH transmission one slot after
the E-DPDCH transmission. This can be seen in Figure 12.6. For UE DTX cycle
2, the preamble can be extended to 15 slots. The preamble and postamble is used
also for the DPCCH bursts due to data transmission as well as any HS-DPCCH
transmission activity as discussed below.

Until now, the discussion has concerned user-data transmission on the E-DCH
and not the control signaling on the HS-DPCCH, which also represents a certain
overhead. With CPC enabled, the hybrid ARQ operation remains unchanged and
the UE transmits a hybrid ARQ acknowledgment after each HS-DSCH reception,
regardless of the UE DTX cycle. Clearly, this is sensible as ACK/NAK signaling
is important for the HS-DSCH performance. It also does not conflict with the
possibilities for NodeB discontinuous reception as the NodeB knows when to
expect any acknowledgments.

For the CQI reports, the transmission of those reports depends on whether there
has been a recent HS-DSCH transmission or not. If any HS-DSCH transmission
has been directed to the UE within at most CQI DTX Timer subframes, where
CQI DTX Timer is configured via RRC signaling, the CQI reports are transmitted
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Figure 12.7 CQI reporting in combination with uplink DTX.

according to the configured CQI feedback cycle in the same way as in Release 5
and 6. However, if there has not been any recent HS-DSCH transmission, CQI
reports are only transmitted if they coincide with the DPCCH bursts. Expressed
differently, the uplink DTX pattern overrides the CQI reporting pattern in this case
(Figure 12.7).

12.3.2 DRX – reducing UE power consumption

In ‘normal’ HSDPA operation, the UE is required to monitor up to four
HS-SCCHs in each subframe. Although this allows for full scheduling flexibil-
ity, it also requires the UE to continuously have its receiver circuitry switched
on, leading to a non-negligible power consumption. Therefore, to reduce the
power consumption, CPC introduces the possibility for Downlink Discontinuous
Reception (downlink DRX). With discontinuous reception, which always is used
in combination with discontinuous transmission, the network can restrict in which
subframes the UE shall monitor the downlink HS-SCCH, E-AGCH, and E-RGCH
by configuring a UE DRX cycle to be used after a certain period of HS-DSCH
inactivity. Note that, in this case, the UE can only be scheduled in a subset of
all the subframes, which limits the scheduling flexibility somewhat, but for many
services such as VoIP with regular packet arrival approximately once per 20 ms,
this is not a major problem.

The E-HICH is not subject to DRX as this obviously would not make sense. Hence,
whenever the UE has transmitted data in the uplink, it shall monitor the E-HICH in
the corresponding downlink subframe to receive the acknowledgment (or negative
acknowledgment).

For proper power-control operation, the UE needs to receive the power control
bits on the F-DPCH in all downlink slots corresponding to uplink slots where the
UE does transmit. This holds, regardless of any UE DRX cycle in the downlink.
Therefore, to fully benefit from downlink DRX operation, the network should use
uplink DTX in combination with downlink DRX and configure the UE DTX and
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Figure 12.8 Example of simultaneous use of uplink DTX and downlink DRX.

UE DRX cycles to match each other. An example of simultaneous use of DTX
and DRX is shown in Figure 12.8.

12.3.3 HS-SCCH-less operation: downlink overhead reduction

In the downlink, each user represents a certain overhead for the network in terms
of code usage and transmission power. The fractional DPCH, F-DPCH, introduced
already in Release 6 addresses this issue by significantly reducing the channeliza-
tion code space overhead. Another source of overhead is the HS-SCCH, used for
downlink scheduling. In case of medium-to-large payloads on the HS-DSCH, the
HS-SCCH overhead is small relative to the payload; however, for services such
as VoIP with frequent transmissions of small payloads, the overhead compared
to the actual payload may not be insignificant. Therefore, to address this issue
and increase the capacity for VoIP, the possibility for HS-SCCH-less operation
is introduced in Release 7. The basic idea with HS-SCCH-less operation is to
perform HS-DSCH transmissions without any accompanying HS-SCCH. As the
UE in this case is not informed about the transmission format, it has to revert to
blind decoding of the transport format used on the HS-DSCH.

When HS-SCCH-less operation is enabled, the network configures a set of pre-
defined formats that can be used on the HS-DSCH. To limit the complexity of
the blind detections in the UE, the number of formats is limited to four and all
formats are limited to QPSK and at most two channelization codes. This is well
matched to the small transport-block sizes, in the order of a few hundred bits, for
which HS-SCCH-less operation is intended. Furthermore, the UE knows which
channelization code(s) that may be used for HS-SCCH-less transmission.

In each subframe where the UE has not received any HS-SCCH control signaling,
the UE tries to decode the signal received according to each of the preconfigured
formats. If decoding of one of the formats is successful, the UE transmits an ACK
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on the HS-DPCCH and delivers the transport block to higher layers. If the decoding
was not successful, the UE stores the received soft bits in a soft buffer for potential
later retransmissions. Note that no explicit NAK is transmitted in this case. Clearly,
this would not be possible as the UE does not know whether the unsuccessful
decoding was the result of the UE being addressed, but the transmission received
in error, or the UE not being addressed at all. In ‘normal’ operation, these two
cases can be differentiated as there is an HS-SCCH transmission detected in the
former but not in the latter case, but in HS-SCCH-less operation this is obviously
not possible.

Normally, the HS-SCCH carries the identity of the UE being scheduled. However,
in case of HS-SCCH-less operation, this is obviously not possible and the identity
of the scheduled UE must be conveyed elsewhere. This is solved by masking the
24-bit CRC on the HS-DSCH with the UE ID using the same general procedure
as for the HS-SCCH. Since the UE knows its identity, it can take this into account
when checking the CRC and will thus discard transmissions intended for other UEs.

It is possible to mix HS-SCCH-less operation with ‘normal’ transmissions. If the
UE receives the HS-SCCH in a subframe for an initial transmission, it obeys the
HS-SCCH and does not try to perform blind decoding. Only if no HS-SCCH
directed to this UE is detected will the UE attempt to blindly decode the data.
For backward compatibility reasons the same procedure as in previous releases
is used for CRC attachment; only for HS-SCCH-less operation is the HS-DSCH
CRC masked with the UE ID.

Unlike the initial transmissions discussed so far, hybrid ARQ retransmissions
are accompanied with an HS-SCCH. The HS-SCCH is transmitted using the
same structure as for normal HS-DSCH transmissions; however, the bits are
reinterpreted to provide the UE with:

• an indication that this is a retransmission of a previous HS-SCCH-less
transmission;

• whether it is the first or second retransmission;
• the channelization code set and transport-block size;
• a pointer to the previous transmission attempt the retransmission should be soft

combined with.

The reason for this information is to guide the UE in how to perform soft combin-
ing; if this information would not have been provided to the UE, the UE would
have been forced to blindly try different soft combining strategies and take a hit in
complexity. Furthermore, to reduce complexity, at most two retransmissions are
supported and the redundancy version to use for each of them is preconfigured.

To be able to perform soft combining, the UE needs to store the soft bits from
the previous attempts. With a maximum of three transmissions, one initial and
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Figure 12.9 Example of retransmissions with HS-SCCH-less operation.

two retransmissions, a total of 13 subframes of soft buffering memory is required.
Keeping the amount of soft buffering to a reasonable size is one of the reasons for
limiting the number of retransmission attempts to a maximum of two and limiting
the payload sizes for HS-SCCH-less operation.

HS-SCCH-less operation in combination with retransmissions is illustrated in
Figure 12.9.

12.3.4 Control signaling

Higher-layer signaling is the primary way of setting up and controlling the CPC
features. UE DTX and UE DRX cycles are configured and activated by RRC
signaling. However, they are not activated immediately after call setup, but only
after a configurable time (known as the Enabling Delay) to allow synchronization
and power control loops to stabilize. HS-SCCH-less operation, on the other hand,
can be activated immediately at call setup.

In addition to RRC signaling, there is also a possibility for the serving NodeB to
switch on or off uplink DTX and downlink DRX by using reserved HS-SCCH bit
patterns, not used for normal scheduling operation. Although this mechanism is
typically not used, it provides the scheduler with the possibility of overriding the
DTX/DRX operation for additional flexibility. If a UE receives a DTX/DRX activa-
tion or deactivation order on HS-SCCH, it responds by sending an acknowledgment
on the HS-DPCCH.

12.4 Enhanced CELL_FACH operation

The purpose of continuous packet connectivity is, as discussed in the previous
sections, to provide an ‘always-on’ user experience by keeping the UE in the active
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state (known as CELL_DCH in WCDMA) while still providing mechanisms for
reduced power consumption. However, eventually the UE will be switched to
CELL_FACH if there has been no transmission activity for a certain period of
time. Once the UE is in to CELL_FACH, signaling on the Forward Access Channel
(FACH), a low-rate common downlink transport channel, is required to move the
UE to CELL_DCH prior to any data exchange on HS-DSCH and E-DCH can take
place. The physical resources to which the FACH is mapped is semi-statically
configured by the RNC and, to maximize the resources available for HS-DSCH
and other downlink channels, the amount of resources (and thus the FACH data
rate) is typically kept small, in the order of a few tens of kbit/s.

To reduce the latency associated with state changes, Release 7 improves the per-
formance by allowing HS-DSCH to be used also in the CELL_FACH state. This
is often referred to as Enhanced CELL_FACH operation. Using the HS-DSCH
also in CELL_FACH allows for a significant reduction in the delays associated
with switching to CELL_DCH state. Instead of using a low-rate FACH, the sig-
naling from the network to the UE can be carried on the high-rate HS-DSCH.
This can result in a significant reduction in call-setup delay and a corresponding
improvement in the user perception.

In enhanced CELL_FACH operation, the UE monitors the HS-SCCH for schedul-
ing information using the same principles as described in Chapter 9. However, one
major difference compared to the HS-DSCH procedures described in Chapter 9
is that no dedicated uplink is present in the CELL_FACH state. Consequently, no
CQI reports are available for rate adaptation and channel-dependent scheduling,
nor is it possible to transmit any hybrid ARQ feedback. Therefore, rate adaptation
and channel-dependent scheduling has to be based on long-term measurements,
transmitted as part of the random-access procedure used to initiate the state change.
To account for the lack of hybrid-ARQ feedback, the network can blindly retrans-
mit the downlink data a preconfigured number of times to ensure reliable reception
at the UE.

If the same MAC header format as described in Section 12.5 below is used, it is
even possible to start transmitting user data to the mobile terminal while carrying
out the switch from CELL_FACH to CELL_DCH. This result in a significant
improvement in the user perception compared to the approach used prior to Release
7, where data transmission is suspended during the state change.

Furthermore, HS-DSCH reception is also supported in the paging states. This
allows for rapid switching also from the paging states and is similar to the approach
taken by LTE for paging as described in Chapter 17.
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12.5 Layer 2 protocol enhancements

To fully benefit from the high data rates supported by HS-DSCH, especially in
combination with 64QAM and MIMO, Release 7 introduces enhancements to the
RLC and MAC-hs protocols in additions to the physical-layer enhancements. In
releases prior to Release 7, the RLC PDU size is semi-statically configured. This
is appropriate for the low-to-medium data rates, but for the high data rates targeted
by HSPA Evolution, the RLC PDU size, the RLC roundtrip time, and the RLC
window size may limit the peak data rates and cause the RLC protocol to stall [55].
One possibility to avoid this is to increase the RLC PDU size, but for Release 7
a somewhat more advanced solution has been adopted, flexible RLC. The flexible
RLC is based on ideas such as those in [18].

Segmentation of RLC PDUs into smaller MAC PDUs, matched to the instanta-
neous radio conditions, is introduced. This allows the RLC size to be sufficiently
large to keep the overhead from RLC headers small while at the same time keeping
the padding overhead modest. It would appear natural that RLC directly creates
RLC PDUs with a size adapted to the radio conditions. This is also the approach
taken by the RLC in LTE as described in Chapter 15 where the RLC and the sched-
uler are located in the same node. For HSPA, the situation is different. Since the
RLC and the scheduler in this case are loacated in the RNC and NodeB, respec-
tively, and the instantaneous radio conditions are not known to the RNC, this is
not possible for HSPA. However, segmenting the RLC PDUs into smaller MAC
PDUs in the NodeB, where the size depends on the instantaneous radio conditions,
is a good approximation to fully adaptive RLC PDU sizes.

Furthermore, RLC SDUs are segmented if the SDU size exceeds a certain limit.
This increases the RLC retransmission efficiency in case the MAC hybrid-ARQ
mechanism fails, triggering an RLC retransmission.

The restriction of not allowing multiplexing data from different radio bearers into
the same transport block is also removed in Release 7. This increases the resource
efficiency for mixed-service scenarios.

12.6 Advanced receivers

There are many ways to enhance performance in terms of, for example, data
throughput and coverage without modifications to the specifications. Many of
these enhancements are based on more advanced receiver algorithms and are thus
implemented in software in the baseband processing. Other enhancements require
more ‘hardware’ in terms of antennas and RF components, for example, receiver
antenna diversity and beam-forming techniques. Advanced receivers are possible
for both base stations and mobile devices (UEs).
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For the single receiver, the enhancement is manifested by a decrease in the signal-
to-noise ratio (Eb/N0) required for a specific quality of service. The improved
receiver performance enables improved quality of service in terms of, for example,
end-user data rates. If a large number of the user devices have receiver enhance-
ments, it will lead to improved system performance in terms of, for example,
system wide data throughput.

The standards developed in 3GPP do in principle not specify the receiver structure
to be used. The specifications define performance requirements for demodulation
of the different physical channels. What type of receiver implementation that is
used to meet those requirements is not specified, there is full freedom for a UE
vendor to use any implementation, as long as the 3GPP requirements are met.

It is for this reason not possible to mandate use of certain receivers through the
3GPP specifications, if the freedom of implementation is to be kept. Most per-
formance requirements are however developed with a baseline receiver in mind.
The performance of the baseline receiver is simulated and an agreed ‘implemen-
tation margin’ is added to the results to model (additional) receiver imperfections
not included in the simulations. Once the agreed performance limit is entered
into the specification, it is to be fulfilled regardless of what receiver has been
implemented.

12.6.1 Advanced UE receivers specified in 3GPP

The typical receiver for CDMA is the so-called RAKE receiver [50]. It assumes
that noise is uncorrelated between the so-called RAKE taps that independently
demodulate propagation components received with different delays.

As described above, the advanced receivers are not specified and mandated as
such in the 3GPP specifications. Instead there are multiple ‘types’ of requirements
defined, each based on a different baseline receiver. The UE vendor declares which
type of requirements that the UE conforms to. There are three types of enhanced
receiver-performance requirements defined in 3GPP specifications, see [92]; see
also Table 12.3. Each type of requirement below is optional:

1. Type 1: Performance requirements which are based on UEs utilizing receiver
diversity.

2. Type 2: Performance requirements which are based on UEs utilizing a Linear
Minimum Mean Square Error (LMMSE) chip-level equalizer receiver structure.

3. Type 3: Performance requirements which are based on UEs utilizing both
receiver diversity and a chip-level equalizer structure.
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Table 12.3 Advanced receiver requirements in the 3GPP UE performance specification [92].

3GPP requirements in TS25.101 Dedicated HSDPA Enhanced MBMS
(basis for requirements) channels uplink

Type 1 DPCH HS-DSCH E-RGCH S-CCPCH
(Rx diversity) F-DPCH HS-SCCH E-AGCH MICH

E-HICH
Type 2 – HS-DSCH – –
(chip-level equalizer)
Type 3 – HS-DSCH – –
(chip-level equalizer
and Rx diversity)

12.6.2 Receiver diversity (type 1)

Receiver diversity usually means two antennas at the UE, but as explained above
the exact implementation is not in any way mandated. A second antenna can be
integral or external to the device. Placement of two antennas on or inside a UE
can often not be made in an equal fashion, leading to gain imbalance between the
antennas paths. Even with such an imbalance, the gain with antenna diversity can
still be substantial, especially in an interference limited scenario [54].

There are 3GPP requirements for type 1 receivers defined for HSDPA [92], specif-
ically for demodulation of HS-DSCH and HS-SCCH, both for QPSK and 16QAM
modulation. The reason that type 1 requirements were first developed for HSDPA is
that the gain is directly visible for HSDPA as an efficient means to reach higher end-
user data rates, through use of more codes and higher-order modulation. There is
however also gain for other services such as the ones based on the Release 99 dedi-
cated channels. Additional requirements for type 1 receivers are also developed
for DCH, MBMS, and Enhanced Uplink (E-RGCH, E-AGCH, and E-HICH).

12.6.3 Chip-level equalizers and similar receivers (type 2)

Another way to improve downlink throughput for HSDPA in general and for
higher-order modulation specifically is to introduce more advanced receivers in
the UE, as described in Chapter 5. In highly dispersive radio environments, the
main factor limiting performance is self-interference from multipath propagation,
which limits the obtainable carrier-to-interference ratio and reduces the number of
occasions for which 16QAM or 64QAM can be used. In time-dispersive scenarios,
performance (capacity) losses can be partially compensated for by using advanced
receivers that suppress self-interference [112]. The use of rate adaptation provides
terminal manufacturers an incentive to implement more advanced receivers since
those receivers will result in higher end-user data rates than standard receivers.
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Figure 12.10 Median HSDPA data rate in a mildly dispersive propagation channel for UEs with 15
channelization codes (from [112]). Numbers are with default RAKE receiver (RAKE1), with antenna
diversity (RAKE2 = Type 1), G-RAKE (G-RAKE1 = Type 2), and combined G-RAKE and antenna
diversity (G-RAKE2 = Type 3).

Multiple strategies for interference-suppressing receivers are possible [29, 113].
The 3GPP type 2 requirements are based on a reference receiver architecture being
an LMMSE chip-level equalizer with a 1/2 chip tap spacing and a length of 20
chips (40 taps) [61]. In a UE implementation, any receiver structure can however
be used, for example the G-RAKE receiver [29]. There are 3GPP requirements
for type 2 receivers defined for HS-DSCH [92].

12.6.4 Combination with antenna diversity (type 3)

Combining an advanced receiver such as G-RAKE with receive antenna diversity
gives possibilities for further performance gains as shown in Figure 12.10. While
antenna diversity gives performance gain over the whole cell for all geometries,
the G-RAKE receiver results in additional performance gains when the own-cell
interference dominates, that is for higher geometries closer to the base station. With
G-RAKE and antenna diversity combined, there is a substantial performance gain
for all geometries over the whole cell.

The rationale for introducing combined advanced receivers and antenna diversity
in the 3GPP standards has been the need for high performance of high-end UEs
supporting ten or more HS-PDSCH channelization codes that need good receiver
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performance to efficiently utilize the supported high data rates. It is also driven by
the ongoing development of high-end UE platforms that support more and more
advanced features, implying that a UE with antenna diversity will often also have
advanced receivers and will therefore be a type 1 + 2 UE.

Such requirements have also been introduced in 3GPP as type 3 requirements. The
reference receiver for type 3 is a Linear Minimum Mean Square Error (LMMSE)
chip-level equalizer with two-branch diversity, but any implementation and
receiver structure can be used. There are 3GPP requirements for type 3 receivers
in [92] defined for HS-DSCH.

12.6.5 Interference cancellation

As was demonstrated in Figure 12.10 for the downlink, antenna diversity provides
gain in both high and low geometry cases, while advanced receivers give perfor-
mance gains mainly in high geometry scenarios when the intra-cell interference
dominates. It is identified in 3GPP standardization that further improvements in
performance would be useful for lower geometry cases, where other-cell interfer-
ence dominates. Such improvements could be based on cancellation or rejection
of other-cell interference.

Interference cancellation techniques have been studied for a long time [113], where
one example is the joint detection scheme developed for UTRA TDD receivers.
Another example where substantial gain was shown is the demonstration of par-
allel interference cancellation in a live WCDMA system, indicating up to 40%
multi-cell uplink capacity gain [5]. Implementing interference cancellation for the
downlink is however different since the algorithms need to be implemented in each
UE that is to benefit from the cancellation. The complexity of the algorithm will
then be of higher importance than for an uplink scheme implemented in a base
station.

For a UE, the single-branch advanced receivers (type 2) already cancel some of the
own-cell interference by accounting for the correlation of the interference in the
receiver process. By also accounting for the correlation of other-cell interference,
receivers with a G-RAKE or an LMMSE can achieve some suppression of other-
cell interference.

To achieve higher suppression of other-cell interfering signals, methods such as
projection or even explicit demodulation of another base-station signal can be used
[113]. The gains of projection-based interference methods have to be weighed
against the loss of power and orthogonality that can result from the projection.
Explicit demodulation is very complex and may not be suitable for UEs. Both
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methods rely on a single interfering base station being the dominant interferer,
which is the case in approximately 30% of the cell in a multi-cell layout.

With two receive antennas in a UE there are more possibilities to cancel interference
as dicussed in Chapter 6. The antenna weights can be selected to strongly mitigate a
single interfering other-cell base-station signal. This is also called spatio-temporal
equalization.

In the ongoing work in 3GPP, both single-branch and dual antenna interference
mitigation techniques will be studied for the UE. Substantial potential gains have
been indicated under the certain scenarios and the feasibility of these potential
gains on link and system level is to be verified. One topic for study is also how to
specify interference mitigation performance for the UE and what metrics to use.

12.7 Conclusion

In the previous chapters the evolution of WCDMA has been discussed. HSPA,
consisting of improved packet-data support in the downlink and uplink, has been
thoroughly described. By adapting the transmission parameters to rapid variations
in the radio-channel quality, as well as traffic variations, a significant performance
gain in terms of higher peak data rates, reduced latencies, and improved system
capacity can be achieved. Technologies such as channel-dependent scheduling,
rate adaptation, and hybrid ARQ with soft combining are used to rapidly adjust
the transmission parameters.

The broadcast performance of WCDMA has also been considerably improved
through the introduction of MBMS. Transmissions from multiple cells are com-
bined in the terminal to obtain diversity, which is of key importance for efficient
broadcast performance. Furthermore, the use of application-level coding provides
additional diversity as the terminal is able to reconstruct the source data even if
some packets are missing.

HSPA is also subject to a continuous evolution and in this chapter, some of these
steps have been described. Through the use of MIMO, multiple antennas at both
the NodeB and the UE can be use to further increase the peak data rates. The use
of Continuous Packet Connectivity provides an ‘always-on’ experience for the
end user.

No doubt will this evolution of HSPA continue beyond the steps described in this
chapter. However, although these enhancements aims at improving the packet-
data experience in a cellular network, it is important to stress that HSPA, MBMS,
MIMO, etc. are part of an evolution of WCDMA. These enhancements all build
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upon the basic WCDMA structure defined by Release 99. Terminals using a
later release of the specifications are able to coexist with terminals from pre-
vious releases on the same carrier. Naturally, this sets some constraints on what
is possible to introduce, but also offers the significant benefit for an operator to
gradually improve the network capacity. In the next chapters, the long-term evo-
lution will be discussed, which puts less emphasis on the backwards compatibility
in order to push the performance even further.
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13
LTE and SAE: introduction and

design targets

In Chapters 8–12, HSPA and the evolution thereof were described. As explained
in these chapters, HSPA is an evolution of WCDMA, building upon the basic
WCDMA structure and with a strong requirement on backwards compatibility to
leverage on already deployed networks. In parallel to evolving HSPA, 3GPP is also
specifying a new radio access technology, known as Long-Term Evolution (LTE).
As described in Chapter 2, LTE targets more complex spectrum situations and has
fewer restrictions on backwards compatibility. Thus, 3G evolution consists of two
parallel tracks, both having their respective merits, for the radio access evolution.
Figure 13.1 illustrates the relation between HSPA and LTE.

To support the new packet-data capabilities provided by the LTE radio interfaces,
an evolved core network has been developed. The work on specifying the core
network is commonly known as System Architecture Evolution (SAE).

Part IV of this book describes LTE and SAE, based on the specification work
in 3GPP. The drivers behind LTE and SAE were explained in Chapter 2. Prior to
starting the work on LTE and SAE, 3GPP agreed on a set of requirements, or design
targets, to be taken as a basis for the development of LTE and SAE. Naturally,
many of the SAE and LTE requirements overlap in terms of scope, many being
the same. These requirements are outlined in the remaining part of this chapter to
form an understanding of the background upon which LTE has been developed.

R99 Rel4 Rel5 Rel6 Rel7 Rel8

LTELTE

HSPAHSPAWCDMAWCDMA HSPA evolutionHSPA evolutionHSDPAHSDPA

Figure 13.1 LTE and HSPA Evolution.
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The following chapter (Chapter 14), provides an introductory technical overview.
This chapter describes the most important technologies used by LTE to support the
requirements, including transmission schemes, scheduling, multi-antenna support,
and spectrum flexibility. The generic technologies for the schemes were described
in Part II while Part IV reveals their specific application to LTE. The chapter can
either be read on its own to get a high-level overview of LTE, or as an introduction
to the following chapters.

Chapter 15 describes the LTE protocol structure, including RLC, MAC, and the
physical layer, explaining the logical and physical channels, and the related pro-
cedures and data flows. The LTE physical layer is described in detail in Chapter
16, including details on processing and control signaling for the OFDM downlink
transmission and the Single-Carrier FDMA uplink. Finally, Chapter 17 gives the
details of the access procedures, including cell search, random access, and paging.

The system architecture is the topic for Chapter 18. In this chapter, details are pro-
vided of the HSPA system architecture and the SAE, including the different nodes
and interfaces of the radio access network and the core network, their individual
functionality, and the functional split between them.

13.1 LTE design targets

As discussed in Chapter 2, the 3GPP activity on 3G evolution in the spring of
2005 was setting the objectives, requirements, and targets for LTE. These tar-
gets/requirements are documented in 3GPP TR 25.913[86]. The requirements for
LTE were divided into seven different areas:

• capabilities,
• system performance,
• deployment-related aspects,
• architecture and migration,
• radio resource management,
• complexity, and
• general aspects.

Below, each of these groups is discussed.

13.1.1 Capabilities

The targets for downlink and uplink peak data-rate requirements are 100 Mbit/s
and 50 Mbit/s, respectively, when operating in 20 MHz spectrum allocation. For
narrower spectrum allocations, the peak data rates are scaled accordingly. Thus,
the requirements can be expressed as 5 bit/s/Hz for the downlink and 2.5 bit/s/Hz
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for the uplink. As will be discussed below, LTE supports both FDD and TDD
operation. Obviously, for the case of TDD, uplink and downlink transmission
cannot, by definition, occur simultaneously. Thus the peak data rate requirement
cannot be met simultaneously. For FDD, on the other hand, the LTE specifications
should allow for simultaneous reception and transmission at the peak data rates
specified above.

The latency requirements are split into control-plane requirements and user-plane
requirements. The control-plane latency requirements address the delay for tran-
siting from different non-active terminal states to an active state where the mobile
terminal can send and/or receive data. There are two measures: one measure is
expressed as the transition time from a camped state such as the Release 6 idle1

mode state, where the requirement is 100 ms; The other measure is expressed as
the transition time from a dormant state such as Release 6 Cell_PCH2 state where
the requirement is 50 ms. For both these requirements, any sleep mode delay and
non-RAN signaling are excluded.

The user-plane latency requirement is expressed as the time it takes to transmit a
small IP packet from the terminal to the RAN edge node or vice versa measured on
the IP layer. The one-way transmission time should not exceed 5 ms in an unloaded
network, that is, no other terminals are present in the cell.

As a side requirement to the control-plane latency requirement, LTE should support
at least 200 mobile terminals in the active state when operating in 5 MHz. In wider
allocations than 5 MHz, at least 400 terminals should be supported. The number
of inactive terminals in a cell is not explicitly stated, but should be significantly
higher.

13.1.2 System performance

The LTE system performance design targets address user throughput, spectrum
efficiency, mobility, coverage, and further enhanced MBMS.

In general, the LTE performance requirements in [86] are expressed relative to a
baseline system using Release 6 HSPA as described in Part III in this book. For
the base station, one transmit and two receive antennas are assumed, while the
terminal has a maximum of one transmit and two receive antennas. However, it is

1 Release 6 idle mode is a state where the terminal is unknown to the radio access network, that is, the radio
access network does not have any context of the terminal and the terminal does not have any radio resources
assigned. The terminal may be in sleep mode, that is, only listening to the network at specific time intervals.
2 Release 6 Cell_PCH state is a state where the terminal is known to the radio access network. Furthermore, the
radio access network knows in which cell the terminal is in, but the terminal does not have any radio resources
assigned. The terminal may be in sleep mode.
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important to point out that the more advanced features described in Chapter 12 as
part of the evolution of HSPA are not included in the baseline reference. Hence,
albeit the terminal in the baseline system is assumed to have two receive antennas, a
simple RAKE receiver is assumed (referred to as Type 1 in Chapter 12). Similarly,
spatial multiplexing is not assumed in the baseline system.

The LTE user throughput requirement is specified at two points: at the average
and at the fifth percentile of the user distribution (where 95 percent of the users
have better performance). A spectrum efficiency target has also been specified,
where in this context, spectrum efficiency is defined as the system throughput per
cell in bit/s/MHz/cell. These design targets are summarized in Table 13.1.

The mobility requirements focus on the mobile terminals speed. Maximal perfor-
mance is targeted at low terminal speeds, 0–15 km/h, whereas a slight degradation
is allowed for higher speeds. For speeds up to 120 km/h, LTE should provide high
performance and for speeds above 120 km/h, the system should be able to maintain
the connection across the cellular network. The maximum speed to manage in an
LTE system is set to 350 km/h (or even up to 500 km/h depending on frequency
band). Special emphasis is put on the voice service that LTE needs to provide with
equal quality as supported by WCDMA/HSPA.

The coverage requirements focus on the cell range (radius), that is the maximum
distance from the cell site to a mobile terminal in a cell. The requirement for
non-interference-limited scenarios is to meet the user throughput, the spectrum
efficiency, and the mobility requirements for cells with up to 5 km cell range.
For cells with up to 30 km cell range, a slight degradation of the user throughput
is tolerated and a more significant degradation of the spectrum efficiency are
acceptable relative to the requirements. However, the mobility requirements should
be met. Cell ranges up to 100 km should not be precluded by the specifications,
but no performance requirements are stated in this case.

Table 13.1 LTE user throughput and spectrum efficiency requirements.

Performance Downlink target relative Uplink target relative
measure to baseline to baseline

Average user throughput 3×–4× 2×–3×
(per MHz)
Cell-edge user throughput 2×–3× 2×–3×
(per MHz, 5th percentile)
Spectrum efficiency 3×–4× 2×–3×
(bit/s/Hz/cell)
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The further enhanced MBMS requirements address both broadcast mode and uni-
cast mode. In general, LTE should provide MBMS services better than what is
possible with Release 6. The requirement for the broadcast case is a spectral effi-
ciency of 1 bit/s/Hz, corresponding to around 16 mobile-TV channels using in the
order of 300 kbit/s each in a 5 MHz spectrum allocation. Furthermore, it should
be possible to provide the MBMS service as the only service on a carrier, as well
as mixed with other, non-MBMS services. Naturally, simultaneously voice calls
and MBMS services should be possible with the LTE specifications.

13.1.3 Deployment-related aspects

The deployment-related requirements include deployment scenarios, spectrum
flexibility, spectrum deployment, and coexistence and interworking with other
3GPP radio access technologies such as GSM and WCDMA/HSPA.

The requirement on the deployment scenario includes both the case when the
LTE system is deployed as a stand-alone system and the case when it is deployed
together with WCDMA/HSPA and/or GSM. Thus, this requirement is not in prac-
tice limiting the design criteria. The requirements on the spectrum flexibility and
deployment are outlined in more detail in the section 13.1.3.1.

The coexistence and interworking with other 3GPP systems and their respec-
tive requirements set the requirement on mobility between LTE and GSM, and
between LTE and WCDMA/HSPA for mobile terminals supporting those tech-
nologies. Table 13.2 lists the interruption requirements, that is, longest acceptable
interruption in the radio link when moving between the different radio access tech-
nologies, for both real-time and non-real-time services. It is worth noting that these
requirements are very loose for the handover interruption time and significantly
better values are expected in real deployments.

The coexistence and interworking requirement also address the switching of mul-
ticast traffic from being provided in a broadcast manner in LTE to being provided
in unicast manner in either GSM or WCDMA, albeit no numbers are given.

Table 13.2 Interruption time requirements, LTE – GSM and LTE –
WCDMA.

Non-real-time (ms) Real-time (ms)

LTE to WCDMA 500 300
LTE to GSM 500 300
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Figure 13.2 The original IMT-2000 ‘core band’ spectrum allocations at 2 GHz.

13.1.3.1 Spectrum flexibility and deployment
The basis for the requirements on spectrum flexibility is the requirement for
LTE to be deployed in existing IMT-2000 frequency bands, which implies coex-
istence with the systems that are already deployed in those bands, including
WCDMA/HSPA and GSM. A related part of the LTE requirements in terms of spec-
trum flexibility is the possibility to deploy LTE-based radio access in both paired
and unpaired spectrum allocations, that is LTE should support both Frequency
Division Duplex (FDD), and Time Division Duplex (TDD).

The duplex scheme or duplex arrangement is a property of a radio access tech-
nology. However, a given spectrum allocation is typically also associated with
a specific duplex arrangement. FDD systems are deployed in paired spectrum
allocations, having one frequency range intended for downlink transmission and
another for uplink transmission. TDD systems are deployed in unpaired spectrum
allocations.

An example is the IMT-2000 spectrum at 2 GHz, that is, the IMT-2000 ‘core
band’. As shown in Figure 13.2, it consists of the paired frequency bands 1920–
1980 MHz and 2110–2170 MHZ intended for FDD-based radio access, and the
two frequency bands 1910–1920 MHz and 2010–2025 MHz intended for TDD-
based radio access. Note that through local and regional regulation the use of the
IMT-2000 spectrum may be different than what is shown here.

The paired allocation for FDD in Figure 13.2 is 2 × 60 MHz, but the spectrum
available for a single operator may be 2 × 20 MHz or even 2 × 10 MHz. In other
frequency bands even less spectrum may be available. Furthermore, the migration
of spectrum currently used for other radio access technologies must often take
place gradually to ensure that sufficient amount of spectrum remains to support the
existing users. Thus the amount of spectrum that can initially be migrated to LTE
may be relatively small, but may then gradually increase, as shown in Figure 13.3.
The variation of possible spectrum scenarios will imply a requirement for spectrum
flexibility for LTE in terms of the transmission bandwidths supported.
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Figure 13.3 Example of how LTE can be migrated step-by-step into a spectrum allocation with an
original GSM deployment.

The spectrum flexibility requirement points out the need for LTE to be scalable
in the frequency domain and operate in different frequency bands. This flexibility
requirement is in [86] stated as a list of LTE spectrum allocations (1.25, 1.6, 2.5,
5, 10, 15 and 20 MHz). Furthermore, LTE should be able to operate in unpaired
as well as paired spectrum. LTE should also be possible to deploy in different
frequency bands. The supported frequency bands should be specified based on
‘release independence,’ which means that the first release of LTE does not have
to support all bands from the start.

Furthermore, [86] also addresses coexistence and cositing with GSM and
WCDMA on adjacent frequencies, as well as coexistence between operators on
adjacent frequencies and networks in different countries using overlapping spec-
trum. There is also a requirement that no other system should be required in order
for a terminal to access LTE, that is, LTE is supposed to have all the necessary
control signaling required for enabling access.

13.1.4 Architecture and migration

A few guiding principles for the LTE RAN architecture design as stated by 3GPP
are listed in [86]:

• A single LTE RAN architecture should be agreed.
• The LTE RAN architecture should be packet based, although real-time and

conversational class traffic should be supported.
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• The LTE RAN architecture should minimize the presence of ‘single points of
failure’ without additional cost for backhaul.

• The LTE RAN architecture should simplify and minimize the introduced
number of interfaces.

• Radio Network Layer (RNL) and Transport Network Layer (TNL) interaction
should not be precluded if in the interest of improved system performance.

• The LTE RAN architecture should support an end-to-end QoS. The TNL
should provide the appropriate QoS requested by the RNL.

• QoS mechanism(s) should take into account the various types of traffic that
exists to provide efficient bandwidth utilization: Control-Plane traffic, User-
Plane traffic, O&M traffic, etc.

• The LTE RAN should be designed in such a way to minimize the delay
variation ( jitter) for traffic needing low jitter, for example, TCP/IP.

13.1.5 Radio resource management

The radio resource management requirements are divided into enhanced sup-
port for end-to-end QoS, efficient support for transmission of higher layers, and
support of load sharing and policy management across different radio access
technologies.

The enhanced support for end-to-end QoS requires an ‘improved matching of
service, application and protocol requirements (including higher layer signaling)
to RAN resources and radio characteristics’.

The efficient support for transmission of higher layers requires that the LTE RAN
should ‘provide mechanisms to support efficient transmission and operation of
higher layer protocols over the radio interface, such as IP header compression’.

The support of load sharing and policy management across different radio access
technologies requires consideration of reselection mechanisms to direct mobile
terminals toward appropriate radio access technologies in all types of states as
well as that support for end-to-end QoS during handover between radio access
technologies.

13.1.6 Complexity

The LTE complexity requirements address the complexity of the overall system
as well as the complexity of the mobile terminal. Essentially, these require-
ments imply that the number of options should be minimized with no redundant
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mandatory features. This also leads to a minimized number of necessary test
cases.

13.1.7 General aspects

The section covering general requirements on LTE address the cost- and service-
related aspects. Obviously, it is desirable to minimize the cost while maintaining
the desired performance for all envisioned services. Specific to the cost, the back-
haul and operation and maintenance is addressed. Thus not only the radio interface,
but also the transport to the base-station sites and the management system should
be addressed by LTE. A strong requirement on multi-vendor interfaces also falls
into this category of requirements. Furthermore, low complexity and low power
consuming mobile terminals are required.

13.2 SAE design targets

The SAE objectives were outlined in the study item description of SAE, and some
very high-level targets are set in [88] produced by TSG SA WG1. The SAE targets
are divided into several areas:

• high-level user and operational aspects,
• basic capabilities,
• multi-access and seamless mobility,
• man–machine interface aspects,
• performance requirements for the evolved 3GPP system,
• security and privacy, and
• charging aspects.

Although the SAE requirements are many and split into the subgroups above, the
SAE requirements are mainly non-radio access related. Thus, this section tries to
summarize the most important SAE requirements that have an impact on either
the radio access network or the SAE architecture.

The SAE system should be able to operate with more than the LTE radio access
network and there should be mobility functions allowing a mobile terminal to
move between the different radio access systems. In fact, the requirements do not
limit the mobility between radio access networks, but opens up for mobility to
fixed-access network. The access networks need not to be developed by 3GPP,
other non-3GPP access networks should also be considered.

As always in 3GPP, roaming is a very strong requirement for SAE, including
inbound and outbound roaming to other SAE networks and legacy networks.
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Furthermore, interworking with legacy packet-switched and circuit-switched ser-
vices is a requirement. However, it is not required to support the circuit switched
services from the circuit-switched domain of the legacy networks.

The SAE requirements also list performance as an essential requirement but do not
go into the same level of details as the LTE requirements. Different traffic scenarios
and usage are envisioned, for example user to user and user to group communi-
cation. Furthermore, resource efficiency is required, especially radio resource
efficiency (cf. spectrum efficiency requirement for LTE). The SAE resource effi-
ciency requirement is not as elaborated as the LTE requirement. Thus it is the LTE
requirement that is the designing requirement.

Of course, the SAE requirements address the service aspects and require that
the traditional services such as voice, video, messaging, and data file exchange
should be supported, and in addition multicast and broadcast services. In fact,
with the requirement to support IPv4 and IPv6 connectivity, including mobility
between access networks supporting different IP versions as well as communica-
tion between terminals using different versions, any service based on IP will be
supported, albeit perhaps not with optimized quality of service.

The quality of service requirement of SAE is well elaborated upon in [88]. The
SAE system should for example, provide no perceptible deterioration of audio
quality of a voice call during and following handover between dissimilar circuit-
switched and packet-switched access networks. Furthermore, the SAE should
ensure that there is no loss of data as a result of a handover between dissimilar
fixed and mobile access systems. A particular important requirement for the SAE
QoS concept is that the SAE QoS concept should be backwards compatible with
the pre-SAE QoS concepts of 3GPP. This is to ensure smooth mobility between
different 3GPP accesses (LTE, WCDMA/HSPA and GSM).

The SAE system should provide advanced security mechanisms that are equiva-
lent to or better than 3GPP security for WCDMA/HSPA and GSM. This means
that protection against threats and attacks including those present on the Internet
should be part of SAE. Furthermore, the SAE system should provide information
authenticity between the mobile terminal and the network, but at the same time
enable lawful interception of the traffic.

The SAE system has strong requirements on user privacy. Several levels of user
privacy should be provided, for example communication confidentiality, location
privacy, and identity protection. Thus, SAE-based systems will hide the identity
of the users from unauthorized third parties, protect the content, origin and des-
tination of a particular communication from unauthorized parties, and protect the
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location of the user from unauthorized parties. Authorized parties are normally
government agencies, but the user may give certain parties the right to know about
the location of the mobile terminal. One example hereof is fleet management for
truck dispatchers.

Several charging models, including calling party pays, flat rate, and charging based
on QoS is required to be supported in SAE. Charging aspects are sometimes visible
in the radio access networks, especially those charging models that are based on
delivered QoS or delivered data volumes. However, most charging schemes are
only looking at information available in the core network.
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14
LTE radio access: an overview

In the previous chapter, the targets of LTE were discussed and from that discussion,
it is clear that LTE has been developed with very aggressive performance targets
in mind. In this chapter, an overview of some of the most important components
and features of LTE will be provided. Chapters 15–17 will go more into the details
of the LTE radio access in general and these key features in particular.

In parallel to the development of LTE, there is also an evolution of the overall
3GPP architecture to be able to fulfill the requirements in Chapter 13. This work
is known as System Architecture Evolution (SAE). A description of SAE and the
guiding principles behind the SAE design is found in Chapter 18.

14.1 Transmission schemes: downlink OFDM and uplink
SC-FDMA

The LTE downlink transmission scheme is based on OFDM. As discussed in
Chapter 4, OFDM is an attractive downlink transmission scheme for several rea-
sons. Due to the relatively long OFDM symbol time in combination with a cyclic
prefix, OFDM provides a high degree of robustness against channel frequency
selectivity. Although signal corruption due to a frequency-selective channel can,
in principle, be handled by equalization at the receiver side, the complexity of the
equalization starts to become unattractively high for implementation in a mobile
terminal at bandwidths above 5 MHz. Therefore, OFDM with its inherent robust-
ness to frequency-selective fading is attractive for the downlink, especially when
combined with spatial multiplexing.

Additional benefits with OFDM include:

• OFDM provides access to the frequency domain, thereby enabling an additional
degree of freedom to the channel-dependent scheduler compared to HSPA.
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• Flexible bandwidth allocations are easily supported by OFDM, at least from
a baseband perspective, by varying the number of OFDM subcarriers used
for transmission. Note, however, that support of multiple spectrum allocations
also require flexible RF filtering, an operation to which the exact transmission
scheme is irrelevant. Nevertheless, maintaining the same baseband-processing
structure, regardless of the bandwidth, eases the terminal implementation.

• Broadcast/multicast transmission, where the same information is transmitted
from multiple base stations, is straightforward with OFDM.

For the LTE uplink, single-carrier transmission based on DFT-spread OFDM
(DFTS-OFDM), described in Chapter 5, is used. The use of single-carrier modula-
tion in the uplink is motivated by the lower peak-to-average ratio of the transmitted
signal compared to multi-carrier transmission such as OFDM. The smaller the
peak-to-average ratio of the transmitted signal, the higher the average transmission
power can be for a given power amplifier. Single-carrier transmission therefore
allows for more efficient usage of the power amplifier, which translates into an
increased coverage. This is especially important for the power-limited terminal. At
the same time, the equalization required to handle corruption of the single-carrier
signal due to frequency-selective fading is less of an issue in the uplink due to
fewer restrictions in signal-processing resources at the base station compared to
the mobile terminal.

In contrast to the non-orthogonal WCDMA/HSPA uplink, which also is based on
single-carrier transmission, the uplink in LTE is based on orthogonal separation of
users in time and frequency.1 Orthogonal user separation is in many cases benefi-
cial as it avoids intra-cell interference. However, as discussed in Chapter 5, allocat-
ing a very large instantaneous bandwidth resource to a single user is not an efficient
strategy in situations where the data rate mainly is limited by the transmission
power rather than the bandwidth. In such situations, a terminal is typically allocated
only a part of the total transmission bandwidth and other terminals can transmit
in parallel on the remaining part of the spectrum. Thus, as the LTE uplink con-
tains a frequency-domain multiple-access component, the LTE uplink transmission
scheme is sometimes also referred to as Single-Carrier FDMA (SC-FDMA).

14.2 Channel-dependent scheduling and rate adaptation

At the heart of the LTE transmission scheme is the use of shared-channel trans-
mission, in which the time-frequency resource is dynamically shared between

1 In principle, orthogonal user separation can be achieved in the time domain only by assigning the entire uplink
transmission bandwidth to one user at a time (this is possible already with enhanced uplink as described in
Chapter 11).
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users. This is similar to the approach taken in HSDPA, although the realization of
the shared resource differ between the two – time and frequency in case of LTE
and time and channelization codes in case of HSDPA. The use of shared-channel
transmission is well matched to the rapidly varying resource requirements posed
by packet data and also enables several of the other key technologies used by LTE.

The scheduler controls, for each time instant, to which users the shared resources
should be assigned. It also determines the data rate to be used for each link,
that is rate adaptation can be seen as a part of the scheduler. The scheduler is a
key element and to a large extent determines the overall downlink performance,
especially in a highly loaded network. Both downlink and uplink transmissions
are subject to tight scheduling. From Chapter 7 it is well known that a substantial
gain in system capacity can be achieved if the channel conditions are taken into
account in the scheduling decision, so-called channel-dependent scheduling. This
is exploited already in HSPA, where the downlink scheduler transmits to a user
when its channel conditions are advantageous to maximize the data rate, and is, to
some extent, also possible for the Enhanced Uplink. However, LTE has, in addition
to the time domain, also access to the frequency domain, due to the use of OFDM
in the downlink and DFTS–OFDM in the uplink. Therefore, the scheduler can, for
each frequency region, select the user with the best channel conditions. In other
words, scheduling in LTE can take channel variations into account not only in the
time domain, as HSPA, but also in the frequency domain. This is illustrated in
Figure 14.1.

The possibility for channel-dependent scheduling in the frequency domain is par-
ticularly useful at low terminal speeds, in other words when the channel is varying
slowly in time. As discussed in Chapter 7, channel-dependent scheduling relies on
channel-quality variations between users to obtain a gain in system capacity. For
delay-sensitive services, a time-domain only scheduler may be forced to schedule
a particular user, despite the channel quality not being at its peak. In such situa-
tions, exploiting channel-quality variations also in the frequency domain will help
improving the overall performance of the system. For LTE, scheduling decisions
can be taken as often as once every 1 ms and the granularity in the frequency
domain is 180 kHz. This allows for also relatively fast channel variations to be
tracked by the scheduler.

14.2.1 Downlink scheduling

In the downlink, each terminal reports an estimate of the instantaneous chan-
nel quality to the base station. These estimates are obtained by measuring on
a reference signal, transmitted by the base station and used also for demodula-
tion purposes. Based on the channel-quality estimate, the downlink scheduler can
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Figure 14.1 Downlink channel-dependent scheduling in time and frequency domains.

assign resources to users, taking the channel qualities into account. In principle,
a scheduled terminal can be assigned an arbitrary combination of 180 kHz wide
resource blocks in each 1 ms scheduling interval.

14.2.2 Uplink scheduling

The LTE uplink is based on orthogonal separation of users and it is the task
of the uplink scheduler to assign resources in both time and frequency domain
(combined TDMA/FDMA) to different users. Scheduling decisions, taken once
per 1 ms, control which mobile terminals are allowed to transmit within a cell
during a given time interval, on what frequency resources the transmission is
to take place, and what uplink data rate (transport format) to use. Note that
only a contiguous frequency region can be assigned to the terminals in the
uplink as a consequence of the use of single-carrier transmission on the LTE
uplink.

Channel conditions can be taken into account also in the uplink scheduling pro-
cess, similar to the downlink scheduling. However, as will be discussed in more
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Figure 14.2 Example of inter-cell interference coordination, where parts of the spectrum is
restricted in terms of transmission power.

detail in Chapter 15, obtaining information about the uplink channel conditions is
a non-trivial task. Therefore, different means to obtain uplink diversity are impor-
tant as a complement in situations where uplink channel-dependent scheduling is
not used.

14.2.3 Inter-cell interference coordination

LTE provides orthogonality between users within a cell in both uplink and down-
link. Hence, LTE performance in terms of spectrum efficiency and available
data rates is, relatively speaking, more limited by interference from other cells
(inter-cell interference) compared to WCDMA/HSPA. Means to reduce or control
the inter-cell interference can therefore, potentially, provide substantial benefits
to LTE performance, especially in terms of the service (data rates, etc.) that can
be provided to users at the cell edge.

Inter-cell interference coordination is a scheduling strategy in which the cell edge
data rates are increased by taking inter-cell interference into account. Basically,
inter-cell interference coordination implies certain (frequency domain) restrictions
to the uplink and downlink schedulers in a cell to control the inter-cell interference.
By restricting the transmission power of parts of the spectrum in one cell, the
interference seen in the neighboring cells in this part of the spectrum will be
reduced. This part of the spectrum can then be used to provide higher data rates
for users in the neighboring cell. In essence, the frequency reuse factor is different
in different parts of the cell (Figure 14.2).

Note that inter-cell interference coordination is mainly a scheduling strategy, tak-
ing the situation in neighboring cells into account. Thus, inter-cell interference
coordination is to a large extent an implementation issue and hardly visible in
the specifications. This also implies that interference coordination can be applied
to only a selected set of cells, depending on the requirements set by a particular
deployment.
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14.3 Hybrid ARQ with soft combining

Fast hybrid ARQ with soft combining is used in LTE for very similar reasons as
in HSPA, namely to allow the terminal to rapidly request retransmissions of erro-
neously received transport blocks and to provide a tool for implicit rate adaptation.
The underlying protocol is also similar to the one used for HSPA–multiple parallel
stop-and-wait hybrid ARQ processes. Retransmissions can be rapidly requested
after each packet transmission, thereby minimizing the impact on end-user per-
formance from erroneously received packets. Incremental redundancy is used as
the soft combining strategy and the receiver buffers the soft bits to be able to do
soft combining between transmission attempts.

14.4 Multiple antenna support

LTE already from the beginning supports multiple antennas at both the base station
and the terminal as an integral part of the specifications. In many respects, the use
of multiple antennas is the key technology to reach the aggressive LTE performance
targets. As discussed in Chapter 6, multiple antennas can be used in different ways
for different purposes:

• Multiple receive antennas can be used for receive diversity. For uplink transmis-
sions, this has been used in many cellular systems for several years. However,
as dual receive antennas is the baseline for all LTE terminals, the downlink
performance is also improved. The simplest way of using multiple receive
antennas is classical receive diversity to suppress fading, but additional gains
can be achieved in interference-limited scenarios if the antennas also are used
not only to provide diversity against fading, but also to suppress interference
as discussed in Chapter 6.

• Multiple transmit antennas at the base station can be used for transmit diversity
and different types of beam-forming. The main goal of beam-forming is to
improve the received SNR and/or SIR and, eventually, improve system capacity
and coverage.

• Spatial multiplexing, sometimes referred to as MIMO, using multiple antennas
at both the transmitter and receiver is supported by LTE. Spatial multi-
plexing results in an increased data rate, channel conditions permitting, in
bandwidth-limited scenarios by creating several parallel ‘channels’ as described
in Chapter 6.

In general, the different multi-antenna techniques are beneficial in different sce-
narios. As an example, at relatively low SNR and SIR, such as at high load or at
the cell edge, spatial multiplexing provides relatively limited benefits. Instead, in
such scenarios multiple antennas at the transmitter side should be used to raise the
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SNR/SIR by means of beam-forming. On the other hand, in scenarios where there
already is a relatively high SNR and SIR, for example in small cells, raising the
signal quality further provides relatively minor gains as the achievable data rates
are then mainly bandwidth limited rather than SIR/SNR limited. In such scenar-
ios, spatial multiplexing should instead be used to fully exploit the good channel
conditions. The multi-antenna scheme used is under control of the base station,
which therefore can select a suitable scheme for each transmission.

14.5 Multicast and broadcast support

Multi-cell broadcast implies transmission of the same information from multiple
cells as described in Chapter 4. By exploiting this at the terminal, effectively using
signal power from multiple cell sites at the detection, a substantial improvement in
coverage (or higher broadcast data rates) can be achieved. This is already exploited
in WCDMA where, in case of multi-cell broadcast/multicast, a mobile terminal
may receive signals from multiple cells and actively soft combine these within the
receiver as described in Chapter 11.

LTE takes this one step further to provide highly efficient multi-cell broadcast.
By transmitting not only identical signals from multiple cell sites (with identical
coding and modulation), but also synchronize the transmission timing between the
cells, the signal at the mobile terminal will appear exactly as a signal transmitted
from a single cell site and subject to multi-path propagation. Due to the OFDM
robustness to multi-path propagation, such multi-cell transmission, also referred
to as Multicast–Broadcast Single-Frequency Network (MBSFN2) transmission,
will then not only improve the received signal strength, but also eliminate the
inter-cell interference as described in Chapter 4. Thus, with OFDM, multi-cell
broadcast/multicast throughput may eventually be limited by noise only and can
then, in case of small cells, reach extremely high values.

It should be noted that the use of MBSFN transmission for multi-cell broadcast/
multicast assumes the use of tight synchronization and time alignment of the
signals transmitted from different cell sites.

14.6 Spectrum flexibility

As discussed in Chapter 13, a high degree of spectrum flexibility is one of the
main characteristics of the LTE radio access. The aim of this spectrum flexibil-
ity is to allow for the deployment of the LTE radio access in diverse spectrum

2 This is also referred to as Single-Frequency Network (SFN) in literature and in Chapter 4, although in 3GPP
the abbreviation MBSFN is used as SFN already is used as an abbreviation of System Frame Number.
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Figure 14.3 FDD vs. TDD. FDD: Frequency Division Duplex; TDD: Time Divison Duplex; DL:
Downlink; UL: Uplink.

with different characteristics, including different duplex arrangements, different
frequency-bands-of-operation, and different sizes of the available spectrum.

14.6.1 Flexibility in duplex arrangement

One important part of the LTE requirements in terms of spectrum flexibility is the
possibility to deploy LTE-based radio access in both paired and unpaired spec-
trum, that is LTE should support both frequency- and time-division-based duplex
arrangements. Frequency Division Duplex (FDD) as illustrated in Figure 14.3a,
implies that downlink and uplink transmission take place in different, sufficiently
separated, frequency bands. Time Division Duplex (TDD), as illustrated Fig-
ure 14.3b, implies that downlink and uplink transmission take place in different,
non-overlapping time slots. Thus, TDD can operate in unpaired spectrum, whereas
FDD requires paired spectrum.

Support for both paired and unpaired spectrum is part of the 3GPP specifica-
tions already from Release 99 through the use of FDD-based WCDMA/HSPA
radio access as described in Part III in paired allocations and TDD-based TD-
CDMA/TD-SCDMA3 radio access (see Chapter 20) in unpaired allocations.
However, this is achieved by means of, at least in the details, relatively different
radio-access technologies and, as a consequence, terminals capable of both FDD
and TDD operation are relatively uncommon. LTE, on the other hand, supports

3 These two radio access technologies are also sometimes referred to as High-Chip-Rate (HCR) TDD and Low-
Chip-Rate (LCR) TDD, respectively, referring to the fact that TD-CDMA is based on a 3.84 Mcps chip rate (the
same as WCDMA) while TD-SCDMA is based on a 1.28 Mcps chip rate.
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both FDD and TDD within a single radio access technology, leading to a minimum
of deviation between FDD and TDD for LTE-based radio access. As a consequence
of this, the overview of the LTE radio access provided in the following chapters
is, to a large extent, valid for both FDD and TDD. In case of differences between
FDD and TDD, these differences will be explicitly indicated.

14.6.2 Flexibility in frequency-band-of-operation

LTE is envisioned to be deployed on a per-need basis when and where spectrum
can be made available, either by the assignment of new spectrum for mobile
communication, such as the 2.6 GHz band, or by the migration to LTE of spectrum
currently used for other mobile-communication technologies, such as second-
generation GSM systems, or even non-mobile radio technologies such as current
broadcast spectrum. As a consequence, it is required that the LTE radio access
should be able to operate in a wide range of frequency bands, from as low as
450 MHz band up to, at least, 2.6 GHz.

The possibility to operate a radio access technology in different frequency bands is,
in itself, nothing new. For example, triple-band GSM terminals are common, capa-
ble of operating in the 900, 1800, and 1900 MHz bands. From a radio-access func-
tionality perspective, this has no or limited impact and the LTE physical-layer spec-
ifications [106–109] do not assume any specific band. What may differ, in terms
of specification, between different frequency bands are mainly more specific RF
requirements such as the allowed maximum transmit power, requirements/limits
on out-of-band-emission, etc. One reason for this is that external constraints,
imposed by regulatory bodies, may differ between different frequency bands.

14.6.3 Bandwidth flexibility

Related to the possibility to deploy the LTE radio access in different frequency
bands is the possibility of being able to operate LTE with different transmission
bandwidths on both downlink and uplink. The main reason for this is that the
amount of spectrum being available for LTE may vary significantly between dif-
ferent frequency bands and also depending on the exact situation of the operator.
Furthermore, the possibility to operate in different spectrum allocations gives the
possibility for gradual migration of spectrum from other radio access technologies
to LTE.

LTE supports operation in a wide range of spectrum allocations, achieved by a flex-
ible transmission bandwidth being part of the LTE specifications. To efficiently
support very high data rates when spectrum is available, a wide transmission band-
width is necessary as discussed in Chapter 3. However, a sufficiently large amount
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of spectrum may not always be available, either due to the band-of-operation or
due to a gradual migration from another radio-access technology, in which case
LTE can be operated with a more narrow transmission bandwidth. Obviously, in
such cases, the maximum achievable data rates will be reduced correspondingly.

The LTE physical-layer specifications [106–109] are bandwidth-agnostic and do
not make any particular assumption on the supported transmission bandwidths
beyond a minimum value. As will be seen in the following, the basic radio-access
specification including the physical-layer and protocol specifications, allows for
any transmission bandwidth ranging from around 1 MHz up to beyond 20 MHz
in steps of 180 kHz. At the same time, at an initially stage, radio-frequency
requirements are only specified for a limited subset of transmission bandwidth,
corresponding to what is predicted to be relevant spectrum-allocation sizes and
relevant migration scenarios. Thus, in practice LTE radio access supports a limited
set of transmission bandwidths, but additional transmission bandwidths can easily
be supported by updating only the RF specifications.
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architecture

Similar to WCDMA/HSPA, as well as to most other modern communication sys-
tems, the processing specified for LTE is structured into different protocol layers.
Although several of these layers are similar to those used for WCDMA/HSPA,
there are some differences, for example due to the differences in the overall archi-
tecture between WCDMA/HSPA and LTE. This chapter contains a description of
the protocol layers above the physical layer, their interaction, and the interface
to the physical layer. A detailed description of the LTE architecture is found in
Chapter 18, where the location of the different protocol entities in the different
network nodes is discussed. For the discussion in this chapter, it suffices to note
that the LTE radio-access architecture consists of a single node – the eNodeB.1

A general overview of the LTE protocol architecture for the downlink is illus-
trated in Figure 15.1. As will become clear in the subsequent discussion, not all
the entities illustrated in Figure 15.1 are applicable in all situations. For example,
neither MAC scheduling, nor hybrid ARQ with soft combining, is used for broad-
cast of system information. Furthermore, the LTE protocol structure related to
uplink transmissions is similar to the downlink structure in Figure 15.1, although
there are differences with respect to transport format selection and multi-antenna
transmission as will be discussed.

Data to be transmitted in the downlink enters in the form of IP packets on one of the
SAE bearers. Prior to transmission over the radio interface, incoming IP packets
are passed through multiple protocol entities, summarized below and described in
more detail in the following sections:

• Packet Data Convergence Protocol (PDCP) performs IP header compression
to reduce the number of bits necessary to transmit over the radio interface.

1 The term eNodeB is introduced in LTE to indicate the additional functionality placed in the eNodeB compared
to the functionality in the NodeB in WCDMA/HSPA.
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Figure 15.1 LTE protocol architecture (downlink).

The header-compression mechanism is based on ROHC [64], a standardized
header-compression algorithm used in WCDMA as well as several other
mobile-communication standards. PDCP is also responsible for ciphering and
integrity protection of the transmitted data. At the receiver side, the PDCP pro-
tocol performs the corresponding deciphering and decompression operations.
There is one PDCP entity per radio bearer configured for a mobile terminal.

• Radio Link Control (RLC) is responsible for segmentation/concatenation,
retransmission handling, and in-sequence delivery to higher layers. Unlike
WCDMA, the RLC protocol is located in the eNodeB since there is only a sin-
gle type of node in the LTE radio-access-network architecture. The RLC offers
services to the PDCP in the form of radio bearers. There is one RLC entity per
radio bearer configured for a terminal.

• Medium Access Control (MAC) handles hybrid-ARQ retransmissions and
uplink and downlink scheduling. The scheduling functionality is located in
the eNodeB, which has one MAC entity per cell, for both uplink and downlink.
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The hybrid-ARQ protocol part is present in both the transmitting and receiving
end of the MAC protocol. The MAC offers services to the RLC in the form of
logical channels.

• Physical Layer (PHY), handles coding/decoding, modulation/demodulation,
multi-antenna mapping, and other typical physical layer functions. The physical
layer offers services to the MAC layer in the form of transport channels.

The following sections contain a more detailed description of the LTE RLC and
MAC protocols. An overview of the physical layer as seen from the MAC layer
is also provided, while the full details of the LTE physical layer are captured in
Chapter 16. Additional details can be found in the LTE specification [110] and
references therein.

15.1 RLC: radio link control

The LTE RLC is, similar to WCDMA/HSPA, responsible for segmentation of
(header-compressed) IP packets, also known as RLC SDUs, from the PDCP into
smaller units, RLC PDUs.2 It also handles retransmission of erroneously received
PDUs, as well as duplicate removal and concatenation of received PDUs. Finally,
RLC ensures in-sequence delivery of RLC SDUs to upper layers.

The RLC retransmission mechanism is responsible for providing error-free deliv-
ery of data to higher layers. To accomplish this, a retransmission protocol operates
between the RLC entities in the receiver and transmitter. By monitoring the incom-
ing sequence numbers, the receiving RLC can identify missing PDUs. Status
reports are fed back to the transmitting RLC, requesting retransmission of missing
PDUs. When to feedback a status report is configurable, but a report typically con-
tains information about multiple PDUs and is transmitted relatively infrequently.
Based on the received status report, the RLC entity at the transmitter can take the
appropriate action and retransmit the missing PDUs if requested.

When the RLC is configured to request retransmissions of missing PDUs as
described above, it is said to be operating in Acknowledged Mode (AM). This is
similar to the corresponding mechanism used in WCDMA/HSPA. AM is typically
used for TCP-based services such as file transfer where error-free data delivery is
of primary interest.

Similarly to WCDMA/HSPA, the RLC can also be configured in Unacknowledged
Mode (UM) and Transparent Mode (TM). In UM, in-sequence delivery to higher

2 In general, the data entity from/to a higher protocol layer is known as a Service Data Unit (SDU) and the
corresponding entity to/from a lower protocol layer entity is denoted Protocol Data Unit (PDU).
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Figure 15.2 RLC segmentation and concatenation.

layers is provided, but no retransmissions of missing PDUs are requested. UM
is typically used for services such as VoIP where error-free delivery is of less
importance compared to short delivery time. TM, although supported, is only
used for specific purposes such as random access.

Although the RLC is capable of handling transmission errors due to noise, unpre-
dictable channel variations, etc, this is in most cases handled by the MAC-based
hybrid-ARQ protocol. The use of a retransmission mechanism in the RLC may
therefore seem superfluous at first. However, as will be discussed in Section 15.2.4
below, this is not the case and the use of both RLC and MAC-based retransmission
mechanisms is in fact well motivated by the differences in the feedback signaling.

In addition to retransmission handling and in-sequence delivery, the RLC is also
responsible for segmentation and concatenation as illustrated in Figure 15.2.
Depending on the scheduler decision, a certain amount of data is selected for
transmission from the RLC SDU buffer and the SDUs are segmented/concatenated
to create the RLC PDU. Thus, for LTE the RLC PDU size varies dynamically,
whereas WCDMA/HSPA prior to Release 7 uses a semi-static PDU size.3 For
high data rates, a large PDU size results in a smaller relative overhead, while for
low data rates, a small PDU size is required as the payload would otherwise be
too large. Hence, as the LTE data rates may range from a few kbit/s to well above
one hundred Mbit/s, dynamic PDU sizes are motivated for LTE. Since the RLC,
scheduler and rate adaptation mechanisms are all located in the eNodeB, dynamic
PDU sizes are easily supported for LTE.

15.2 MAC: medium access control

The Medium Access Control (MAC) layer handles logical-channel multiplexing,
hybrid-ARQ retransmissions, and uplink and downlink scheduling. In contrast to

3 The possibility to segment RLC PDUs is introduced in WCDMA/HSPA Release 7 as described in Chapter 12,
providing similar benefits as a dynamic PDU size.
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HSPA, which uses uplink macro-diversity and therefore defines both serving and
non-serving cells (see Chapter 10), LTE only defines a serving cell as there is no
uplink macro-diversity. The serving cell is the cell the mobile terminal is connected
to and the cell that is responsible for scheduling and hybrid-ARQ operation.

15.2.1 Logical channels and transport channels

The MAC offers services to the RLC in the form of logical channels. A logical
channel is defined by the type of information it carries and are generally classified
into control channels, used for transmission of control and configuration informa-
tion necessary for operating an LTE system, and traffic channels, used for the user
data. The set of logical-channel types specified for LTE includes:

• Broadcast Control Channel (BCCH), used for transmission of system control
information from the network to all mobile terminals in a cell. Prior to accessing
the system, a mobile terminal needs to read the information transmitted on the
BCCH to find out how the system is configured, for example the bandwidth of
the system.

• Paging Control Channel (PCCH), used for paging of mobile terminals whose
location on cell level is not known to the network and the paging message
therefore needs to be transmitted in multiple cells.

• Dedicated Control Channel (DCCH), used for transmission of control informa-
tion to/from a mobile terminal. This channel is used for individual configuration
of mobile terminals such as different handover messages.

• Multicast Control Channel (MCCH), used for transmission of control informa-
tion required for reception of the MTCH, see below.

• Dedicated Traffic Channel (DTCH), used for transmission of user data to/from
a mobile terminal. This is the logical channel type used for transmission of all
uplink and non-MBMS downlink user data.

• Multicast Traffic Channel (MTCH), used for downlink transmission of MBMS
services.

A similar logical-channel structure is used for WCDMA/HSPA. However,
compared to WCDMA/HSPA, the LTE logical-channel structure is somewhat
simplified, with a reduced number of logical-channel types.

From the physical layer, the MAC layer uses services in the form of Transport
Channels. A transport channel is defined by how and with what characteristics the
information is transmitted over the radio interface. Following the notation from
HSPA, which has been inherited for LTE, data on a transport channel is organized
into transport blocks. In each Transmission Time Interval (TTI), at most one
transport block of a certain size is transmitted over the radio interface in absence
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of spatial multiplexing. In case of spatial multiplexing (‘MIMO’), there can be up
to two transport blocks per TTI.

Associated with each transport block is a Transport Format (TF), specifying how
the transport block is to be transmitted over the radio interface. The transport format
includes information about the transport-block size, the modulation scheme, and
the antenna mapping. Together with the resource assignment, the resulting code
rate can be derived from the transport format. By varying the transport format,
the MAC layer can thus realize different data rates. Rate control is therefore also
known as transport-format selection.

The set of transport-channel types specified for LTE includes:

• Broadcast Channel (BCH) has a fixed transport format, provided by the spec-
ifications. It is used for transmission of the information on the BCCH logical
channel.

• Paging Channel (PCH) is used for transmission of paging information on the
PCCH logical channel. The PCH supports discontinuous reception (DRX) to
allow the mobile terminal to save battery power by sleeping and waking up to
receive the PCH only at predefined time instants. The paging mechanism is
described in somewhat more details in Chapter 17.

• Downlink Shared Channel (DL-SCH) is the transport channel used for trans-
mission of downlink data in LTE. It supports LTE features such as dynamic
rate adaptation and channel-dependent scheduling in the time and frequency
domains, hybrid ARQ, and spatial multiplexing. It also supports DRX to
reduce mobile-terminal power consumption while still providing an always-
on experience, similar to the CPC mechanism in HSPA. The DL-SCH TTI
is 1 ms.

• Multicast Channel (MCH) is used to support MBMS. It is characterized by a
semi-static transport format and semi-static scheduling. In case of multi-cell
transmission using MBSFN, the scheduling and transport format configuration
is coordinated among the cells involved in the MBSFN transmission.

• Uplink Shared Channel (UL-SCH) is the uplink counterpart to the DL-SCH.

Part of the MAC functionality is multiplexing of different logical channels and
mapping of the logical channels to the appropriate transport channels. Unlike
the MAC-hs in HSDPA,4 the MAC in LTE supports multiplexing of RLC PDUs
from different radio bearers into the same transport block. As there is some

4 This restriction has been removed in Release 7 of HSPA as described in Chapter 12.
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Figure 15.3 Example of mapping of logical channels to transport channels.

relation between the type of information and the way it should be transmitted,
there are certain restrictions in the mapping of logical channels to transport chan-
nels. An example of mapping of logical channels to transport channels is given in
Figure 15.3. Other mappings may also be envisioned.

15.2.2 Downlink scheduling

One of the basic principles of the LTE radio access is shared-channel transmission
on the DL-SCH and UL-SCH, that is, time-frequency resources are dynamically
shared between users in both uplink and downlink. The scheduler is part of the
MAC layer and controls the assignment of uplink and downlink resources. Uplink
and downlink scheduling are separated in LTE and uplink and downlink schedul-
ing decisions can be taken independently of each other (within the limits set by
the UL/DL split in case of TDD operation). Uplink scheduling is discussed in
Section 15.2.3, while the remainder of this section focuses on downlink scheduling.

The basic principle for the downlink scheduler is to dynamically determine, in
each 1 ms interval, which terminal(s) that are supposed to receive DL-SCH trans-
mission and on what resources. Multiple terminals can be scheduled in parallel,
in which case there is one DL-SCH per scheduled terminal, each dynamically
mapped to a (unique) set of frequency resources. The basic time-frequency unit
in the scheduler is a so-called resource block. Resource blocks are described in
more detail in Chapter 16 in conjunction with the mapping of data to physical
resources, but in principle a resource block is a unit spanning 180 kHz in the fre-
quency domain. In each 1 ms scheduling interval, the scheduler assigns resource
blocks to a terminal for reception of DL-SCH transmission, an assignment used
by the physical-layer processing as described in Chapter 16. The scheduler is also
responsible for selecting the transport-block size, the modulation scheme, and the
antenna mapping (in case of multi-antenna transmission). As a consequence of the
scheduler controlling the data rate, the RLC segmentation and MAC multiplexing
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will also be affected by the scheduling decision. The outputs from the downlink
scheduler can be seen in Figure 15.1.

Although the scheduling strategy is implementation specific and not specified by
3GPP, the overall goal of most schedulers is to take advantage of the channel varia-
tions between mobile terminals and preferably schedule transmissions to a mobile
terminal on resources with advantageous channel conditions. In this respect, oper-
ation of the LTE scheduler is in principle similar to the downlink scheduler in
HSDPA. However, due to the use of OFDM as the downlink transmission scheme,
LTE can exploit channel variations in both frequency and time domains, while
HSDPA can only exploit time-domain variations. This was mentioned already in
Chapter 14 and illustrated in Figure 14.1. For the larger bandwidths supported by
LTE, where a significant amount of frequency-selective fading often will be expe-
rienced, the possibility for the scheduler to exploit also frequency-domain channel
variations becomes increasingly important compared to exploiting time-domain
variations only. Especially at low speeds, where the variations in the time domain
are relatively slow compared to the delay requirements set by many services, the
possibility to exploit also frequency-domain variations is beneficial.

Information about the downlink channel conditions, necessary for channel-
dependent scheduling, is fed back from the mobile terminal to the eNodeB via
channel-quality reports. The channel-quality report, also known as Channel-
Quality Indicator (CQI), includes information not only about the instantaneous
channel quality in the frequency domain, but also information necessary to deter-
mine the appropriate antenna processing in case of spatial multiplexing. The basis
for the CQI report is measurements on the downlink reference signals. However,
additional sources of channel knowledge, for example channel reciprocity in case
of TDD operation, can also be exploited by a particular scheduler implementation
as a complement to the CQI reports.

In addition to the channel quality, a high-performance scheduler should also take
buffer status and priorities into account in the scheduling decision. Both differences
in the service type, as well as the subscription type, may affect the scheduling
priority. For example, a voice-over-IP user with an expensive subscription should
maintain its service quality even at high system loads, while a user downloading a
file and having a low-cost subscription may have to be satisfied with the resources
not required for supporting other users.

Interference coordination, which tries to control the inter-cell interference on a
slow basis as mentioned in Chapter 14, is also part of the scheduler. As the schedul-
ing strategy is not mandated by the specifications, the interference-coordination
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scheme (if used) is vendor specific and may range from simple higher-order reuse
deployments to more advanced schemes.

15.2.3 Uplink scheduling

The basic function of the uplink scheduler is similar to the downlink, namely
to dynamically determine, for each 1 ms interval, which mobile terminals are to
transmit data on their UL-SCH and on which uplink resources. Uplink scheduling
is used also for HSPA, but due to the different multiple-access schemes used, there
are some significant differences between HSPA and LTE in this respect.

In HSPA, the shared uplink resource is primarily the acceptable interference at the
base station as described in Chapter 10. The HSPA uplink scheduler only sets an
upper limit of the amount of uplink interference the mobile terminal is allowed to
generate. Based on this limit, the mobile terminal autonomously selects a suitable
transport format. This strategy clearly makes sense for a non-orthogonal uplink
as is the case for HSPA. A mobile terminal not utilizing all its granted resources
will transmit at a lower power, thereby reducing the intra-cell interference. Hence,
shared resources not utilized by one mobile terminal can be exploited by another
mobile terminal through statistical multiplexing. Since the transport-format selec-
tion is located in the mobile terminal for the HSPA uplink, outband signaling is
required to inform the NodeB about the selection made.

For LTE, the uplink is orthogonal and the shared resource controlled by the eNodeB
scheduler is time-frequency resource units. An assigned resource not fully utilized
by a mobile terminal cannot be partially utilized by another mobile terminal.
Hence, due to the orthogonal uplink, there is significantly less gain in letting the
mobile terminal select the transport format compared to HSPA. Consequently,
in addition to assigning the time-frequency resources to the mobile terminal, the
eNodeB scheduler is also responsible for controlling the transport format (payload
size, modulation scheme) the mobile terminal shall use. As the scheduler knows
the transport format the mobile terminal will use when it is transmitting, there is
no need for outband control signaling from the mobile terminal to the eNodeB.
This is beneficial from a coverage perspective taking into account that the cost per
bit of transmitting outband control information can be significantly higher than
the cost of data transmission as the control signaling needs to be received with a
higher reliability.

Despite the fact that the eNodeB scheduler determines the transport format for the
mobile terminal, it is important to point out that the uplink scheduling decision is
taken per mobile terminal and not per radio bearer. Thus, although the eNodeB
scheduler controls the payload of a scheduled mobile terminal, the terminal is
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Figure 15.4 Transport format selection in downlink (left) and uplink (right).

still responsible for selecting from which radio bearer(s) the data is taken. Thus,
the mobile terminal autonomously handles logical-channel multiplexing. This is
illustrated in the right part of Figure 15.4, where the eNodeB scheduler controls
the transport format and the mobile terminal controls the logical channel multi-
plexing. For comparison, the corresponding downlink situation, where the eNodeB
controls both the transport format and the logical-channel multiplexing, is depicted
to the left in the figure.

The radio-bearer multiplexing in the mobile terminal is done according to rules, the
parameters of which can be configured by RRC signaling from the eNodeB. Each
radio bearer is assigned a priority and a prioritized bit rate. The mobile terminal
shall then perform the radio-bearer multiplexing such that the radio bearers are
served in priority order up to their prioritized bit rate. Remaining resources, if any,
after fulfilling the prioritized bit rate are given to the radio bearers in priority order.

To aid the uplink scheduler in its decisions, the mobile terminal can transmit
scheduling information to the eNodeB using a MAC message. Obviously, this
information can only be transmitted if the mobile terminal has been given a valid
scheduling grant. For situations when this is not the case, an indicator that the
mobile terminal needs uplink resources is provided as part of the uplink L1/L2
control-signaling structure, see further Chapter 16.

Channel-dependent scheduling is typically used for the downlink. In principle,
this can be used also for the uplink. However, estimating the uplink channel
quality is not as straightforward as is the case for the downlink. Downlink channel
conditions can be measured by all mobile terminals in the cell by simply observing
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the reference signals transmitted by the eNodeB and all mobile terminals can share
the same reference signal for channel-quality-estimation purposes. Estimating the
uplink channel quality, however, require a sounding reference signal transmitted
from each mobile terminal for which the eNodeB wants to estimate the uplink
channel quality. Such a sounding reference signal is supported by LTE and further
described in Chapter 16, but comes at a cost in terms of overhead. Therefore,
means to provide uplink diversity as a complement or alternative to uplink channel-
dependent scheduling are important.

15.2.4 Hybrid ARQ

LTE hybrid ARQ with soft combining serves a similar purpose as the hybrid-ARQ
mechanism for HSPA – to provide robustness against transmission errors. It is
also a tool for enhanced capacity as discussed in Chapter 11. As hybrid-ARQ
retransmissions are fast, many services allow for one or multiple retransmissions,
thereby forming an implicit (closed loop) rate-control mechanism. In the same
way as for HSPA, the hybrid-ARQ protocol is part of the MAC layer, while the
soft-combining operation is handled by the physical layer.

Clearly, hybrid ARQ is not applicable for all types of traffic. For example, broad-
cast transmissions, where the same information is intended for multiple users, do
typically not rely on hybrid ARQ. Hence, hybrid ARQ is only supported for the
DL-SCH and the UL-SCH.

The LTE hybrid-ARQ protocol is similar to the corresponding protocol used for
HSPA, that is multiple parallel stop-and-wait processes are used. Upon reception
of a transport block, the receiver makes an attempt to decode the transport block
and informs the transmitter about the outcome of the decoding operation through
a single ACK/NAK bit indicating whether the decoding was successful or if a
retransmission of the transport block is required. Further details on ACK/NAK
transmission in uplink and downlink are found in Chapter 16. To minimize the
overhead, a single ACK/NAK bit is used. Clearly, the receiver must know to which
hybrid-ARQ process a received ACK/NAK bit is associated. Again, this is solved
using the same approach as in HSPA as the timing of the ACK/NAK is used to
associate the ACK/NAK with a certain hybrid-ARQ process. This is illustrated
in Figure 15.6. Note that, in case of TDD operation, the time relation between
the reception of data in a certain hybrid-ARQ process and the transmission of the
ACK/NAK is also affected by the uplink/downlink allocation.

Similarly to HSPA, an asynchronous protocol is the basis for downlink hybrid-
ARQ operation. Hence, downlink retransmissions may occur at any time after the
initial transmission and an explicit hybrid-ARQ process number is used to indicate
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which process is being addressed. Uplink retransmissions, on the other hand, are
based on a synchronous protocol and the retransmission occurs a predefined time
after the initial transmission and the process number can be implicitly derived.
The two cases are illustrated in Figure 15.5. In an asynchronous hybrid-ARQ
protocol, the retransmissions are in principle scheduled similarly to the initial
transmissions. In a synchronous protocol, on the other hand, the time instant
for the retransmissions is fixed once the initial transmission has been scheduled,
which must be accounted for in the scheduling operation. However, note that the
scheduler knows from the hybrid-ARQ entity in the eNodeB whether a mobile
terminal will do a retransmission or not.

The use of multiple parallel hybrid-ARQ processes, illustrated in Figure 15.6, for
each user can result in data being delivered from the hybrid-ARQ mechanism out-
of-sequence. For example, transport block 5 in the figure was successfully decoded
before transport block 3, which required a retransmission. Hence, some form of
reordering mechanism is required. After successful decoding, the transport block
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is de-multiplexed into the appropriate logical channels and reordering is done per
logical channel using the sequence numbers. In contrast, HSPA uses a separate
MAC sequence number for reordering. The reason for this is that HSPA is an add-on
to WCDMA and for backwards compatibility reasons, the RLC or MAC architec-
ture was kept unchanged when introducing HSPA as discussed in Chapter 9. For
LTE, on the other hand, the protocol layers are all designed jointly, implying fewer
restrictions in the design. The principle behind reordering is, however, similar for
both systems, only the sequence number used differs.

The hybrid-ARQ mechanism will correct transmission errors due to noise or
unpredictable channel variations. As discussed above, the RLC is also capable of
requesting retransmissions, which at first sight may seem unnecessary. However,
although RLC retransmissions seldom are necessary as the MAC-based hybrid
ARQ mechanism is capable of correcting most transmission errors, the hybrid-
ARQ may occasionally fail to deliver error-free data blocks to the RLC, causing a
gap in the sequence of error-free data blocks delivered to the RLC. This typically
happens due to erroneous feedback signaling, for example, a NAK is incorrectly
interpreted as an ACK by the transmitter, causing loss of data. The probability
of this to happen can be in the order of 1%; an error probability far too high for
TCP-based services requiring virtually error-free delivery of TCP packets. More
specifically, for sustainable data rates exceeding 100 Mbit/s, a packet-loss prob-
ability lower than 10−5 is required [76]. Basically, TCP views all packet errors
as being due to congestion. Packet errors therefore triggers the TCP congestion–
avoidance mechanism, with a corresponding decrease in data rate, and to maintain
good performance at high data rates, RLC-AM serves the important purpose of
ensuring (almost) error-free data delivery to TCP.

Hence, from the above discussion, the reason for having two retransmission
mechanisms on top of each other can be seen in the feedback signaling. As the
hybrid-ARQ mechanism targets very fast retransmissions, it is necessary to send
the one-bit ACK/NAK status report to the transmitter as fast as possible–once per
TTI. Although it is in principle possible to attain an arbitrarily low error probabil-
ity of the ACK/NAK feedback, very low error probabilities come at a relatively
high cost in terms of ACK/NAK transmission power. Keeping this cost reasonable
typically results in a feedback error rate of around 1% which thus determines the
hybrid-ARQ residual error rate. As the RLC status reports are transmitted sig-
nificantly less frequent than the hybrid-ARQ ACK/NAK, the cost of obtaining a
reliability of 10−5 or lower is relatively small. Hence, the combination of hybrid
ARQ and RLC attains a good combination of small roundtrip time and a modest
feedback overhead where the two components complement each other.

Since the RLC and hybrid ARQ are located in the same node, tight interaction
between the two is possible. For example, if the hybrid-ARQ mechanism detects
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an unrecoverable error, transmission of an RLC status report can be immedi-
ately triggered instead of waiting for transmission of a periodic status report. This
will result in a faster RLC retransmission of the missing PDUs. Thus, to some
degree, the combination of hybrid ARQ and RLC can be seen as one retransmission
mechanism with two status-feedback mechanisms.

In principle, the same argumentation can be made for the corresponding case in
HSPA. However, as the RLC and hybrid ARQ are located in different nodes for
HSPA, such tight interaction is in general not possible.

15.3 PHY: physical layer

The physical layer is responsible for coding, physical-layer hybrid-ARQ pro-
cessing, modulation, multi-antenna processing, and mapping of the signal to the
appropriate physical time-frequency resources. A simplified overview of the pro-
cessing for the DL-SCH is given in Figure 15.7. Physical-layer blocks which are
dynamically controlled by the MAC layer are shown in grey, while semi-statically
configured physical-layer blocks are shown in white.

When a mobile terminal is scheduled during a TTI on the DL-SCH, the phys-
ical layer receives one transport block (two transport blocks in case of spatial
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Figure 15.7 Simplified physical-layer processing for DL-SCH.
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multiplexing) of data to transmit. To each transport block, a CRC is attached
and each such CRC-attached transport block is separately coded. The channel
coding rate, including the rate matching necessary, is implicitly determined by the
transport-block size, the modulation scheme, and the amount of resources assigned
for transmission. All these quantities are selected by the downlink scheduler. The
redundancy version to use is controlled by the hybrid-ARQ protocol and affects
the rate-matching processing to generate the correct set of coded bits. Finally,
in case of spatial multiplexing, the antenna mapping is also under control of the
downlink scheduler.

The scheduled mobile terminal receives the transmitted signal and performs the
reverse physical-layer processing. The physical layer at the mobile terminal also
informs the hybrid-ARQ protocol whether the transmission was successfully
decoded or not. This information is used by the MAC part of the hybrid-ARQ
functionality in the mobile terminal to determine whether a retransmission shall
be requested or not.

The physical-layer processing for the UL-SCH follows closely the processing for
the DL-SCH. However, note that the MAC scheduler in the eNodeB is responsible
for selecting the mobile terminal transport format and resources to be used for
uplink transmission as described in Section 15.2.3. The UL-SCH physical layer
processing is shown, in simplified form, in Figure 15.8.
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The remaining downlink transport channels are based on the same general
physical-layer processing as the DL-SCH, although with some restrictions in the
set of features used. For the broadcast of system information on the BCH, a mobile
terminal must be able to receive this information channel as one of the first steps
prior to accessing the system. Consequently, the transmission format must be
known to the terminals a priori and there is no dynamic control of any of the
transmission parameters from the MAC layer in this case.

For transmission of paging messages on the PCH, dynamic adaptation of the
transmission parameters can to some extent be used. In general, the processing
in this case is similar to the generic DL-SCH processing. The MAC can control
modulation, the amount of resources, and the antenna mapping. However, as an
uplink has not yet been established when a mobile terminal is paged, hybrid ARQ
cannot be used as there is no possibility for the mobile terminal to transmit an
ACK/NAK.

The MCH is used for MBMS transmissions, typically with single-frequency net-
work operation as described in Chapter 4 by transmitting from multiple cells on the
same resources with the same format at the same time. Hence, the scheduling of
MCH transmissions must be coordinated between the involved cells and dynamic
selection of transmission parameters by the MAC is not possible.

15.4 LTE states

In LTE, a mobile terminal can be in several different states as illustrated in
Figure 15.9. At power-up, the mobile terminal enters the LTE_DETACHED state.
In this state, the mobile terminal is not known to the network. Before any fur-
ther communication can take place between the mobile terminal and the network,
the mobile terminal need to register with the network using the random-access
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Figure 15.9 LTE states.
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procedure to enter the LTE_ACTIVE state. LTE_DETACHED is mainly a state
used at power-up; once the mobile terminal has registered with the network, it is
typically in one of the other states, LTE_ACTIVE or LTE_IDLE.

LTE_ACTIVE is the state used when the mobile terminal is active with transmitting
and receiving data. In this state, the mobile terminal is connected to a specific cell
within the network. One or several IP addresses have been assigned to the mobile
terminal, as well as an identity of the terminal, the Cell Radio-Network Temporary
Identifier (C-RNTI), used for signaling purposes between the mobile terminal
and the network. LTE_ACTIVE can be said to have two substates, IN_SYNC and
OUT_OF_SYNC, depending on whether the uplink is synchronized to the network
or not. Since LTE uses an orthogonal FDMA/TDMA-based uplink, it is necessary
to synchronize the uplink transmission from different mobile terminals such that
they arrive at the eNodeB at (approximately) the same time. The procedure for
obtaining and maintaining uplink synchronization is described in Chapter 16, but
in short the eNodeB measures the arrival time of the transmissions from each
actively transmitting mobile terminal and sends timing-correction commands in
the downlink. As long as the uplink is in IN_SYNC, uplink transmission of user
data and L1/L2 control signaling is possible. In case no uplink transmission has
taken place within a given time window, timing alignment is obviously not possible
and the uplink is declared to be OUT-OF-SYNC. In this case, the mobile terminal
needs to perform a random-access procedure to restore uplink synchronization.

LTE_IDLE is a low activity state in which the mobile terminal sleeps most of
the time in order to reduce battery consumption. Uplink synchronization is not
maintained and hence the only uplink transmission activity that may take place is
random access to move to LTE_ACTIVE. In the downlink, the mobile terminal can
periodically wake up in order to be paged for incoming calls as described in Chapter
17. The mobile terminal keeps its IP address(es) and other internal information
in order to rapidly move to LTE_ACTIVE when necessary. The position of the
mobile terminal is partially known to the network such that the network knows at
least the group of cells in which paging of the mobile terminal is to be done.

15.5 Data flow

To summarize the flow of downlink data through all the protocol layers, an example
illustration for a case with three IP packets, two on one radio bearer and one on
another radio bearer, is given in Figure 15.10. The data flow in case of uplink
transmission is similar. The PDCP performs (optional) IP header compression,
followed by ciphering. A PDCP header is added, carrying information required
for deciphering in the mobile terminal. The output from the PDCP is fed to the RLC.
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Figure 15.10 Example of LTE data flow.

The RLC protocol performs concatenation and/or segmentation of the PDCP SDUs
and adds an RLC header. The header is used for in-sequence delivery (per logical
channel) in the mobile terminal and for identification of RLC PDUs in case of
retransmissions. The RLC PDUs are forwarded to the MAC layer, which takes
a number of RLC PDUs, assembles those into a MAC SDU, and attaches the
MAC header to form a transport block. The transport-block size depends on the
instantaneous data rate selected by the link adaptation mechanism. Thus, the link
adaptation affects both the MAC and RLC processing. Finally, the physical layer
attaches a CRC to the transport block for error-detection purposes, performs coding
and modulation, and transmits the resulting signal over the air.
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LTE physical layer

In the previous chapter, the LTE radio-interface architecture was discussed with
an overview of the functions and characteristics of the different protocol layers.
This chapter will provide a more detailed discussion on the current state of the
lowest of these protocol layers, the LTE physical layer.The next chapter will then
go further into some specific LTE access procedures, including random access and
cell search.

16.1 Overall time-domain structure

Figure 16.1 illustrates the high-level time-domain structure for LTE transmission
with each (radio) frame of length Tframe = 10 ms consisting of ten equally sized
subframes of length Tsubframe = 1 ms.

To provide consistent and exact timing definitions, different time intervals within
the LTE radio access specification can be expressed as multiples of a basic time
unit Ts = 1/30720000.1 The time intervals outlined in Figure 16.1 can thus also be
expressed as Tframe = 307200 · Ts and Tsubframe = 30720 · Ts.

One subframe (Tsubframe = 1 ms)

#0 #1 . . . #9

One radio frame (Tframe = 10 ms)

Figure 16.1 LTE time-domain structure.

1 The reason for this exact value of Ts will be clarified in the next section.
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Within one carrier, the different subframes of a frame can either be used for
downlink transmission or for uplink transmission. As illustrated in Figure 16.2a,
in case of FDD, that is operation in paired spectrum, all subframes of a carrier are
either used for downlink transmission (a downlink carrier) or uplink transmission
(an uplink carrier). On the other hand, in case of operation with TDD in unpaired
spectrum (Figure 16.2b), the first and sixth subframe of each frame (subframe 0 and
5) are always assigned for downlink transmission while the remaining subframes
can be flexibly assigned to be used for either downlink or uplink transmission. The
reason for the predefined assignment of the first and sixth subframe for downlink
transmission is that these subframes include the LTE synchronization signals.
The synchronization signals are transmitted on the downlink of each cell and are
intended to be used for initial cell search as well as for neighbor-cell search.
The principles of LTE cell search, including the structure of the synchronization
signals, are described in more detail in Chapter 17.

As also illustrated in Figure 16.2, the flexible assignment of subframes in case of
TDD allows for different asymmetries in terms of the amount of radio resources
(subframes) assigned for downlink and uplink transmission, respectively. As the
subframe assignment needs to be the same for neighbor cells in order to avoid
severe interference between downlink and uplink transmissions between the cells,
the downlink/uplink asymmetry cannot vary dynamically, on, for example, a

Frequency Division Duplex (FDD)

Downlink carrier

Uplink carrier

One radio frame (Tframe = 10 ms)

One subframe (Tsubframe = 1ms)

(a)

Time Division Duplex (TDD)
Approximately
symmetric

Asymmetric
(downlink focus)

Asymmetric
(uplink focus)

First and sixth subframe always assigned
for downlink transmission

Downlink transmission Uplink transmission

(b)

Figure 16.2 Examples of downlink/uplink subframe assignment in case of TDD and comparison
with FDD.
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frame-by-frame basis. However, it can be changed on a slower basis to, for exam-
ple, match different traffic characteristics such as differences and variations in the
downlink/uplink traffic asymmetry.

What is being illustrated in Figure 16.1 is sometimes referred to as the generic
or Type 1 LTE frame structure. This frame structure is applicable for both FDD
and TDD. In addition to the generic frame structure, for LTE operating with TDD
there is also an alternative or Type 2 frame structure, specifically designed for
coexistence with systems based on the current 3GPP TD-SCDMA-based standard.
The remaining discussions within this and the following chapters will assume the
Type 1 frame structure unless explicitly stated otherwise.

16.2 Downlink transmission scheme

16.2.1 The downlink physical resource

As already mentioned in the overview of the LTE radio access provided in Chap-
ter 14, LTE downlink transmission is based on Orthogonal Frequency Division
Multiplex (OFDM). As described in Chapter 4, the basic LTE downlink physical
resource can thus be seen as a time-frequency resource grid (see Figure 16.3),
where each resource element corresponds to one OFDM subcarrier during one
OFDM symbol interval.2

For the LTE downlink, the OFDM subcarrier spacing has been chosen to
�f = 15 kHz. Assuming an FFT-based transmitter/receiver implementation, this
corresponds to a sampling rate fs = 15000 · NFFT, where NFFT is the FFT size. The
time unit Ts defined in the previous section can thus be seen as the sampling time of
an FFT-based transmitter/receiver implementation with NFFT = 2048. It is impor-
tant to understand though that the time unit Ts is introduced in the LTE radio-access

Frequency

One resource element

�f

One OFDM symbol

Time

Figure 16.3 The LTE downlink physical resource.

2 In case of multi-antenna transmission, there will be one resource grid per antenna.
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specification purely as a tool to define different time intervals and does not impose
any specific transmitter and/or receiver implementation constraints, e.g. a certain
sampling rate. In practice, an FFT-based transmitter/receiver implementation with
NFFT = 2048 and a corresponding sampling rate fs = 30.72 MHz is suitable for the
wider LTE transmission bandwidths, such as bandwidths in the order of 15 MHz
and above. However, for smaller transmission bandwidths, a smaller FFT size
and a correspondingly lower sampling rate can very well be used. As an example,
for transmission bandwidths in the order of 5 MHz, an FFT size NFFT = 512 and
a corresponding sampling rate fs = 7.68 MHz may be sufficient.

One argument for adopting a 15 kHz subcarrier spacing for LTE was that it
may simplify the implementation of WCDMA/HSPA/LTE multi-mode termi-
nals. Assuming a power-of-two FFT size and a subcarrier spacing �f = 15 kHz,
the sampling rate fs = �f · NFFT will be a multiple or sub-multiple of the
WCDMA/HSPA chip rate fcr = 3.84 MHz. Multi-mode WCDMA/HSPA/LTE
terminals can then straightforwardly be implemented with a single clock circuitry.

In addition to the 15 kHz subcarrier spacing, a reduced subcarrier spacing
�flow = 7.5 kHz is also defined for LTE. The reduced subcarrier spacing specif-
ically targets MBSFN-based multicast/broadcast transmissions as will be further
discussed in Section 16.2.6. The remaining discussions within this and the fol-
lowing chapters will assume the 15 kHz subcarrier spacing unless explicitly stated
otherwise.

As illustrated in Figure 16.4, in the frequency domain the downlink subcarriers are
grouped into resource blocks, where each resource block consists of 12 consecutive
subcarriers3 corresponding to a nominal resource-block bandwidth of 180 kHz. In
addition, there is an unused DC-subcarrier in the center of the downlink spectrum.
The reason why the DC-subcarrier is not used for any transmission is that it may

�f  �15 kHz

DC-subcarrier

One resource block (12 subcarriers, 180 kHz)

NRB  resource blocks (12NRB �1 subcarrier)

Figure 16.4 LTE downlink frequency-domain structure.

3 The resource blocks are actually two-dimensional (time-frequency) units with a size of 12 subcarriers times
one 0.5 ms slot (7/6 OFDM symbols), see also Figure 16.6.
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coincide with the local-oscillator frequency at the base-station transmitter and/or
mobile-terminal receiver. As a consequence, it may be subject to un-proportionally
high interference, for example, due to local-oscillator leakage.

The total number of subcarriers on a downlink carrier, including the DC-subcarrier,
thus equals Nsc = 12 · NRB + 1, where NRB is the number of resource blocks. The
LTE physical-layer specification actually allows for a downlink carrier to consist
of any number of resource blocks, ranging from 6 resource blocks up to more
than 100 resource blocks. This corresponds to a nominal downlink transmission
bandwidth ranging from around 1 MHz up to at least in the order of 20 MHz with
a very fine granularity. As already touched upon in Chapter 14, this allows for a
very high degree of LTE bandwidth/spectrum flexibility, at least from a physical-
layer-specification point-of-view. However, as also touched upon in Chapter 14,
LTE radio-frequency requirements are, at least initially, only specified for a limited
set of transmission bandwidths, corresponding to a limited set of possible values
for the number of resource blocks NRB.

Figure 16.5 outlines the more detailed time-domain structure for LTE downlink
transmission. Each 1 ms subframe consists of two equally sized slots of length
Tslot = 0.5 ms (15360 · Ts). Each slot then consists of a number of OFDM symbols
including cyclic prefix.

TCP-e

Extended CP

Tu � 66.7 �s

Normal CP

TCP : 160·Ts � 5.2 �s (first OFDM symbol), 144·Ts � 4.7 �s (remaining OFDM symbols)

TCP-e : 512·Ts � 16.7 �s

One subframe � two slots
(Tsubframe � 1 ms)

Tslot� 0.5 ms

TCP Tu � 66.7�s

Figure 16.5 LTE downlink subframe and slot structure. One subframe consisting of two
equally-sized slots. Each slot consisting of six or seven OFDM symbols in case of normal and
extended cyclic prefix, respectively.
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According to Chapter 4, a subcarrier spacing �f = 15 kHz corresponds to a useful
symbol time Tu = 1/�f ≈ 66.7 μs (2048 · Ts). The overall OFDM symbol time is
then the sum of the useful symbol time and the cyclic-prefix length TCP. As illus-
trated in Figure 16.5, LTE defines two cyclic-prefix lengths, the normal cyclic
prefix and an extended cyclic prefix, corresponding to seven and six OFDM sym-
bols per slot, respectively. The exact cyclic-prefix lengths, expressed in the basic
time unit Ts, are given in Figure 16.5. It should be noted that, in case of the nor-
mal cyclic prefix, the cyclic-prefix length for the first OFDM symbol of a slot
is somewhat larger, compared to the remaining OFDM symbols. The reason for
this is simply to fill the entire 0.5 ms slot as the number of time units Ts per slot
(15360) is not dividable by seven.

The reasons for defining two cyclic-prefix lengths for LTE are twofold:

1. A longer cyclic prefix, although less efficient from an overhead point-of-view,
may be beneficial in specific environments with very extensive delay spread, for
example in very large cells. It is important to have in mind though that a longer
cyclic prefix is not necessarily beneficial in case of large cells, even if the delay
spread is very extensive in such cases. If, in large cells, link performance is
limited by noise rather than by signal corruption due to residual time dispersion
not covered by the cyclic prefix, the additional robustness to radio-channel
time dispersion, due to the use of a longer cyclic prefix, may not justify the
corresponding loss in terms of received signal energy.

2. As already discussed in Chapter 4, in case of MBSFN-based multicast/broadcast
transmission, the cyclic prefix should not only cover the main part of the actual
channel time dispersion but also the main part of the timing difference between
the transmissions received from the cells involved in the MBSFN transmis-
sion. In case of MBSFN operation, the extended cyclic prefix is therefore
typically needed.

Thus, the main use of the LTE extended cyclic prefix is expected to be MBSFN-
based transmission. It should be noted that different cyclic-prefix lengths may be
used for different subframes within a frame. As an example, MBSFN-based mul-
ticast/broadcast transmission may be confined to certain subframes in which case
the use of the extended cyclic prefix, with its associated additional cyclic-prefix
overhead, should only be applied to these subframes.

Taking into account also the downlink time-domain structure, the resource blocks
mentioned above consist of 12 subcarriers during a 0.5 ms slot, as illustrated in
Figure 16.6. Each resource block thus consists of 12 · 7 = 84 resource elements in
case of normal cyclic prefix and 12 · 6 = 72 resource elements in case of extended
cyclic prefix.
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�f �15 kHz

One slot (Tslot � 0.5 ms, 7 OFDM symbols)

One resource block
(12 . 7 � 84 resource elements)

Figure 16.6 Downlink resource block assuming normal cyclic prefix, i.e. seven OFDM symbols
per slot. With extended cyclic prefix there are six OFDM symbols per slot and, consequently, a total
of 72 resource elements in a resource block.

Downlink reference symbol

One slot (0.5 ms)

Time

Frequency

Figure 16.7 LTE downlink reference-signal structure assuming normal cyclic prefix, i.e. seven
OFDM symbols per slot.

16.2.2 Downlink reference signals

To carry out downlink coherent demodulation, the mobile terminal needs esti-
mates of the downlink channel. As described in Chapter 4, a straightforward way
to enable channel estimation in case of OFDM transmission is to insert known
reference symbols into the OFDM time-frequency grid. In LTE, these reference
symbols are jointly referred to as the LTE downlink reference signals.

As illustrated in Figure 16.7, downlink reference symbols are inserted within the
first and the third last4 OFDM symbols of each slot and with a frequency-domain
spacing of six subcarriers. Furthermore, there is a frequency-domain stagger-
ing of three subcarriers between the first and second reference symbols. Within
each resource block, consisting of 12 subcarriers during one slot, there are thus
four reference symbols. This is true for all subframes except subframes used for
MBSFN-based transmission (see further Section 16.2.6).

To estimate the channel over the entire time-frequency grid as well as reduc-
ing the noise in the channel estimates, the mobile terminal should carry out

4 This corresponds to the fifth and fourth OFDM symbols of the slot in case of normal and extended cyclic prefix,
respectively.
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interpolation/averaging over multiple reference symbols. Thus, when estimat-
ing the channel for a certain resource block, the mobile terminal may not only
use the reference symbols within that resource block but also, in the frequency
domain, neighbor resource blocks, as well as reference symbols of previously
received slots/subframes. However, the extent to which the mobile terminal
can average over multiple resource blocks in the frequency and/or time domain
depends on the channel characteristics. In case of high channel frequency selec-
tivity, the possibility for averaging in the frequency domain is limited. Similarly,
the possibility for time-domain averaging, that is the possibility to use refer-
ence symbols in previously received slots/subframes, is limited in case of fast
channel variations, for example, due to high mobile-terminal velocity. It should
also be noted that, in case of TDD, the possibility for time averaging may be
limited, as previous subframes may not even have been assigned for downlink
transmission.

16.2.2.1 Reference-signals sequences and physical-layer cell identity
In general, the complex values of the reference symbols will vary between different
reference-symbol positions and also between different cells. Thus, the reference
signal of a cell can be seen as a two-dimensional sequence, in the LTE specifica-
tions referred to as a two-dimensional reference-signal sequence. Similar to the
WCDMA/HSPA scrambling code, the LTE reference-signal sequence can be seen
as an indicator of the LTE physical-layer cell identity. There are 510 reference-
signal sequences defined in the LTE specification, corresponding to 510 different
cell identities.

In terms of more details, each reference-signal sequence can be seen as the product
of a two-dimensional pseudo-random sequence and a two-dimensional orthogonal
sequence. There are a total of 170 different pseudo-random sequences defined by
the LTE specification, each corresponding to one out of 170 cell-identity groups.
Furthermore, there are three orthogonal sequences defined, each corresponding
to a specific cell identity within each cell-identity group. The reference-signal
sequences and their structure of being the product of a pseudo-random sequence
and an orthogonal sequence can be used as part of the LTE cell search see further
Chapter 17.

The reference-signal sequences should preferable be applied to cells in such a
way that cells belonging to the same eNodeB are, as much as possible, assigned
physical-layer cell identities within the same cell-identity group, i.e. assigned ref-
erence signals based on the same pseudo-random sequence but different orthogonal
sequences. By doing so, the interference between reference signals of different
cells of the same eNodeB can be minimized.
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16.2.2.2 Reference-signal frequency hopping
In the reference-signal structure outlined in Figure 16.7, the frequency-domain
positions of the reference symbols are the same between consecutive subframes.
However, the frequency-domain positions of the reference symbols may also vary
between consecutive subframes, also referred to as reference-symbol frequency
hopping.

In case of reference-symbol frequency hopping, the relative positions of ref-
erence symbols within a subframe are the same as in Figure 16.7. Thus, the
frequency hopping can be described as adding a sequence of frequency offsets, to
the basic reference-symbol pattern outlined in Figure 16.7, with the offset being
the same for all reference symbols within a subframe, but varying between con-
secutive subframes. The reference-symbol positions p in subframe k can thus be
expressed as

First reference symbols: p(k) = (p0 + 6 · i + offset(k)) mod 6

Second reference symbols: p(k) = (p0 + 6 · i + 3 + offset(k)) mod 6

where i is an integer. The sequence of frequency offsets or the frequency-hopping
pattern has a period of length 10, i.e. the frequency-hopping pattern is repeated
between consecutive frames. There are 170 different frequency-hopping patterns
defined, where each pattern corresponds to one cell-identity group.

By applying different frequency-hopping patterns to neighbor cells, the risk that
reference symbols of neighbor cells are continuously colliding can be avoided.
This is especially of interest if/when reference symbols are transmitted with higher
energy compared to the remaining resource elements, also referred to as reference-
signal energy boosting.

16.2.2.3 Reference signals for multi-antenna transmission
In case of downlink multi-antenna transmission the mobile terminal must be able to
estimate the downlink channel corresponding to each transmit antenna. To enable
this, there is one downlink reference signal transmitted from each antenna. It
should be pointed out that the LTE radio-access specification actually talks about
antenna ports rather than antennas to emphasize that what is referred to does
not necessarily correspond to a single physical antenna. Actually, an antenna
port is defined by the presence of an antenna-port-specific reference signal.
Thus, if identical reference signals are transmitted from several physical antennas,
these antennas cannot be resolved from a mobile-terminal point-of-view and the
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antennas can be jointly seen as a single antenna port. However, to simplify the text
the term antenna will here be used.

• In case of two transmit antennas (Figure 16.8a) the reference symbols of the
second antenna is frequency multiplexed with the reference symbols of the first
antenna, with a frequency-domain offset of three subcarriers.

• In case of four transmit antennas (Figure 16.8b), reference symbols for the
third and fourth antennas are frequency multiplexed within the second OFDM
symbol of each slot. Note that the reference symbols for antenna three and four
are only transmitted within one OFDM symbol of each slot.

It can also be noted that in a resource element carrying a reference symbol for
a certain antenna nothing is being transmitted on the other antennas. Thus, the
reference symbols of a certain antenna are not interfered by transmissions from
other antennas within the cell.

Clearly, in the case of four transmit antennas the time-domain reference-symbol
density of the third and fourth antennas is reduced compared to the first and sec-
ond antenna. This is done in order to limit the reference-signal overhead in case
of four transmit antennas. At the same time, this has a negative impact on the
possibility to track very fast channel variations. However, this can be justified
based on an expectation that, for example, four-antenna spatial multiplexing will
mainly be applied to scenarios with low mobility. The reason for retaining the
higher reference-symbol density for the first and second antennas also in case of
four transmit antennas is that it is assumed that these reference signals will be
used as part of the initial cell search during which the mobile terminal has not yet
acquired full information about the number of transmit antennas within the cell.
Thus, the configuration of the reference signals of the first and second antenna
should be the same regardless of the number of antennas.

16.2.3 Downlink transport-channel processing

As discussed in Chapter 15, the physical layer interfaces to higher layers, more
specifically to the MAC layer, by means of Transport Channels. LTE has inherited
the basic principle of WCDMA/HSPA that data is delivered to the physical layer
in the form of Transport Blocks of a certain size. In terms of the more detailed
transport-block structure, LTE has adopted a similar approach as was adopted
for HSPA:

• In case of single-antenna transmission there can be at most one single transport
block of dynamic size for each TTI.

• In case of multi-antenna transmission there can be up to two transport blocks
of dynamic size for each TTI, where each transport block corresponds to one
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Figure 16.8 Reference-signal structure in case of downlink multi-antenna transmission: (a) two transmit antennas and (b) four transmit antennas.
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Figure 16.9 LTE downlink transport-channel processing. Dashed parts are only present in
case of downlink spatial multiplexing, that is when two transport blocks are transmitted in parallel
within a TTI.

codeword in case of downlink spatial multiplexing. This implies that, although
LTE supports downlink spatial multiplexing with up to four transmit antennas,
the number of codewords is still limited to two. More details on LTE downlink
multi-antenna transmission are provided in Section 16.2.5.

With this transport-block structure in mind, the LTE downlink transport-channel
processing, more specifically the processing of DL-SCH,5 can be outlined
according to Figure 16.9 with two, mainly separated, processing chains, each
corresponding to the processing of a single transport block. The second process-
ing chain, corresponding to a second transport block, is thus only present in the
case of downlink spatial multiplexing. In this case, the two transport blocks of, in
general, different sizes are combined as part of the Antenna Mapping in the lower
part of Figure 16.9.

5 The processing of other downlink transport channels is similar although, typically, with some additional
constraints.
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Figure 16.10 Downlink CRC insertion, calculating and appending a CRC to each transport block.
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Figure 16.11 LTE Turbo encoder.

16.2.3.1 CRC insertion
In the first step of the transport-channel processing, a Cyclic Redundancy Check
(CRC) is calculated and appended to each transport block (Figure 16.10). The
CRC allows for receiver-side detection of residual errors in the decoded transport
block. The corresponding error indication can then, for example, be used by the
downlink hybrid-ARQ protocol.

16.2.3.2 Channel coding
The first releases of the WCDMA radio-access specifications (before HSPA)
allowed for both convolutional coding and Turbo coding to be applied to transport
channels. For HSPA, channel coding was simplified in the sense that only Turbo
coding can be applied to the HSPA-related transport channels (HS-DSCH for the
downlink and E-DCH for the uplink). The same is true for the LTE downlink shared
channel, i.e. only Turbo coding can be applied in case of DL-SCH transmission.

The overall structure of the LTE Turbo encoding is illustrated in Figure 16.11. The
Turbo encoding reuses the two WCDMA/HSPA rate 1/2, eight-state constituent
encoders, implying an overall code rate R = 1/3. However, the WCDMA/HSPA
Turbo encoder internal interleaver has, for LTE, been replaced by QPP-based [72]
interleaving.6 In contrast to the current WCDMA/HSPA interleaver, a QPP-based

6 QPP: Quadrature Permutation Polynomial.
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Figure 16.12 Physical-layer hybrid-ARQ functionality extracting the set of code bits to be
transmitted for a given TTI.

interleaver is maximum contention-free [73], implying that the decoding can be
straightforwardly parallelized without a risk for contention when accessing the
interleaver memory. For the very high data rates to be supported by LTE, the use
of QPP-based interleaving may substantially reduce the Turbo-encoder/decoder
complexity.

16.2.3.3 Physical-layer hybrid-ARQ functionality
The task of the downlink physical-layer hybrid-ARQ functionality is to extract,
from the blocks of code bits delivered by the channel encoder, the exact set of bits to
be transmitted within a given TTI (Figure 16.12). The latter is given by the number
of assigned resource blocks, the selected modulation scheme, and the spatial-
multiplexing order. It should also be noted that some resource elements within an
assigned resource block will be occupied by reference symbols as described above
and also by L1/L2 control signaling as discussed further in Section 16.2.4.

If the total number of code bits delivered by the channel encoder is larger than the
number of bits that can be transmitted, the hybrid-ARQ functionality will extract
a subset of the code bits, leading to an effective code rate Reff > 1/3. Alternatively,
if the total number of code bits is smaller than the number of bits to be transmitted,
the hybrid-ARQ functionality will repeat all or a subset of the code bits, implying
an effective code rate Reff < 1/3.

In case of a retransmission, the hybrid-ARQ functionality will, in the general
case, select a different set of code bits to be transmitted, that is the hybrid-ARQ
functionality allows for Incremental Redundancy.

16.2.3.4 Bit-level scrambling
LTE downlink scrambling implies that the block of bits delivered by the hybrid-
ARQ functionality is multiplied (exclusive-or operation) by a bit-level scrambling
sequence (Figure 16.13). In general, scrambling of the coded data helps to ensure
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Figure 16.13 Downlink scrambling.

that the receiver-side decoding can fully utilize the processing gain provided
by the channel code. Without downlink scrambling, the channel decoder at the
mobile terminal could, at least in principle, be equally matched to an interfer-
ing signal as to the target signal, thus not being able to properly suppress the
interference. By applying different scrambling sequences for neighbor cells, the
interfering signal(s) after de-scrambling are randomized, ensuring full utilization
of the processing gain provided by the channel code.

In contrast to HSPA, where downlink scrambling is applied to the complex chips
after spreading (chip-level scrambling), LTE applies downlink scrambling to the
code bits of each transport channel (bit-level scrambling). Chip-level scram-
bling is necessary for HSPA to ensure that the processing gain provided by the
spreading can be efficiently utilized. On the other hand, scrambling of code bits
rather than complex modulation symbols implies somewhat lower implementation
complexity, with no negative impact on performance in case of LTE.

In LTE, downlink scrambling is applied to all transport channels. Scrambling is
also applied to the downlink L1/L2 control signaling (see Section 16.2.4). For all
downlink transport channels except the MCH, as well as for the L1/L2 control
signaling, the scrambling sequences should be different for neighbor cells (cell-
specific scrambling) to ensure interference randomization between the cells. In
contrast, in case of MBSFN-based transmission using the MCH transport channel,
the same scrambling should be applied to all cells taking part in a certain MBSFN
transmission (cell-common scrambling) (see further Section 16.2.6).

16.2.3.5 Data modulation
The downlink data modulation transforms a block of scrambled bits to a cor-
responding block of complex modulation symbols (Figure 16.14). The set of
modulation schemes supported for the LTE downlink includes QPSK, 16QAM,
and 64QAM, corresponding to two, four, and six bits per modulation symbol,
respectively. All these modulation schemes are applicable in case of DL-SCH
transmission. For other transport channels certain restrictions may apply. As an
example, only QPSK modulation can be applied in case of BCH transmission.
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Data
modulator

M bits M/L modulation symbols

Figure 16.14 Data modulation, transforming M bits to M/L complex modulation symbols. QPSK:
L = 2, 16QAM: L = 4, 64QAM: L = 6.

16.2.3.6 Antenna mapping
The Antenna Mapping jointly processes the modulation symbols corresponding
to, in the general case, two transport blocks, and maps the result to the different
antennas.7 As can be seen from Figure 16.9, LTE supports up to four transmit
antennas. The antenna mapping can be configured in different ways to provide
different multi-antenna schemes including transmit diversity, beam-forming, and
spatial multiplexing. More details about the antenna mapping and, in general,
about LTE downlink multi-antenna transmission, are provided in Section 16.2.5.

16.2.3.7 Resource-block mapping
The resource-block mapping maps the symbols to be transmitted on each antenna to
the resource elements of the set of resource blocks assigned by the MAC scheduler
for the transmission of the transport block(s) (see Figure 16.15). As discussed in
Chapter 15, this selection of resource block can, at least partly, be based on
estimates of the channel quality of the different resource blocks as seen by the
target mobile terminal.

As already mentioned in Chapter 15, downlink scheduling is carried out on a
subframe (1 ms) basis. Thus, as a downlink resource block is defined as a number
of subcarriers during one 0.5 ms slot, the downlink resource-block assignment is
always carried out in terms of pairs of resource blocks, where each pair consists
of two, in the time domain, consecutive resource blocks within a subframe.

In total, each resource block consists of 84 resource elements (12 subcarriers
during seven OFDM symbols).8 However, as already mentioned above, some of
the resource elements within a resource block will not be available for transport-
channel mapping as they are already occupied by:

• Downlink reference symbols including non-used resource elements corre-
sponding to reference symbols of other antennas, as discussed in the previous
section.

7 The LTE specification talks about antenna ports, rather than antennas. An antenna port corresponds to the
transmission of a specific downlink reference signal but may not correspond to an actual physical antenna.
8 12 · 6 = 72 resource elements in case of extended cyclic prefix.
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Figure 16.15 Downlink resource-block mapping. Note that, in the general case, there will be one
set of resources and a corresponding resource mapping for each transmit antenna.

• Downlink L1/L2 control signaling, as will be further discussed in the next
section.

As the base station has full knowledge of what resource elements are used for
downlink reference signals as well as for L1/L2 control and thus not available for
transport-channel mapping, it can straightforwardly map the transport channel to
the remaining available resource elements. Similarly, at the time of reception, the
mobile terminal knows what resource elements are used for downlink reference
signals and L1/L2 control and can thus straightforwardly extract the transport-
channel data from the correct set of resource elements.

The physical resource to which the DL-SCH is mapped is, in the LTE specifica-
tions, referred to as the Physical Downlink Shared Channel (PDSCH).

16.2.4 Downlink L1/L2 control signaling

To support the transmission of downlink and uplink transport channels, more
specifically DL-SCH and UL-SCH transmission, there is a need for certain asso-
ciated downlink control signaling. This control signaling is often referred to as
the L1/L2 control signaling, indicating that the corresponding information partly
originates from the physical layer (Layer 1) and partly from Layer 2 MAC.

More specifically, the downlink L1/L2 control signaling related to DL-SCH and
UL-SCH transmission includes:

• DL-SCH-related scheduling messages needed for a scheduled mobile terminal
to be able to properly receive, demodulate, and decode the DL-SCH. This
includes information about the DL-SCH resource allocation (the set of resource



Ch16-P372533.tex 11/5/2007 19: 25 Page 334

334 3G Evolution: HSPA and LTE for Mobile Broadband

CRC

Coding

Scrambling

ModulationQPSK

Convolutional
coding

Multiplexing

Resource
information

Transport-format
information

HARQ-related
information

CRC

Coding

Scrambling

Modulation

Uplink
scheduling grant

Mapping to the physical resource

L1/L2 control related to
DL-SCH transmission

L1/L2 control related to
UL-SCH transmission

To OFDM modulation

Additional L1/L2 control channels
(DL-SCH or UL-SCH control)

Figure 16.16 Processing chain for downlink L1/L2 control signaling.

blocks) and transport format, and information related to the DL-SCH hybrid
ARQ. This signaling is thus similar to the HS-SCCH defined for HSPA (see
Chapter 9).

• UL-SCH-related scheduling messages, more specifically scheduling grants
informing a scheduled mobile terminal what uplink resources and transport
format to use for UL-SCH transmission. This signaling is thus similar to the
E-AGCH defined for HSPA (see Chapter 10).

As multiple mobile terminals may be scheduled simultaneously there must be
a possibility to transmit multiple scheduling messages for each TTI. Each such
message is transmitted as one downlink L1/L2 control channel. As illustrated in
Figure 16.16, each control channel, corresponding to a single scheduling message,
is first separately processed, including CRC insertion, channel coding, bit-level
scrambling, and QPSK modulation. The modulation symbols are then mapped
to the downlink physical resource, i.e. to the OFDM time-frequency grid. The
physical resource to which the L1/L2 control signaling is mapped is, in the LTE
specification, referred to as the Physical Downlink Control Channel (PDCCH).
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Figure 16.17 LTE time/frequency grid with certain resource elements occupied by downlink
reference symbols and L1/L2 control signaling.

As illustrated in Figure 16.17, the L1/L2 control channels are mapped to the
first (up to three) OFDM symbols within each subframe. By mapping the L1/L2
control channels to the beginning of the subframe, the L1/L2 control information,
including the DL-SCH resource allocation and transport format, can be retrieved
before the end of the subframe. Thus decoding of the DL-SCH can begin directly
after the end of the subframe without having to wait for the decoding of the L1/L2
control information. This minimizes the delay in the DL-SCH decoding and thus
the overall downlink transmission delay.

Furthermore, by transmitting the L1/L2 control channel at the beginning of the
subframe, that is by allowing for early decoding of the L1/L2 control information,
mobile terminals that are not scheduled may turn off their receiver circuitry for
a large part of the subframe, with a reduced terminal power consumption as a
consequence.

In more details, the physical resource to which the L1/L2 control signaling is
mapped consists of a number of control-channel elements, where each control-
channel element consists of a predefined number of resource elements. The
modulated symbols of each L1/L2 control channel is then mapped to one or several
control-channel elements depending on the size, in terms of number of modulation
symbols, of each L1/L2 control channel. Note that this size may be different for
different L1/L2 control channels.

The network explicitly signals the number of control-channel elements within a
subframe. As the control-channel elements are of predefined size and located at
the beginning of the subframe, this implies that a scheduled mobile terminal will
know what resource elements are occupied by L1/L2 control channels and thus to
what resource elements DL-SCH is mapped (the remaining resource elements).

However, mobile terminals are not explicitly informed about the more detailed
L1/L2 control structure, including the exact number of L1/L2 control channels
and the exact number of control-channel elements to which each L1/L2 control
channel is mapped. Rather, the mobile terminal has to blindly try to decode multiple
control-channel candidates in order to, potentially, find an L1/L2 control channel
carrying scheduling information to this specific mobile terminal. As an example,
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Figure 16.18 Control channel elements and control channel candidates.
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Figure 16.19 LTE antenna mapping consisting of layer mapping followed by pre-coding. Each
square corresponds to one modulation symbol.

Figure 16.18 illustrates the case of six control-channel elements and a possibility
to map L1/L2 control channels to one, two, or four control-channel elements. As
can be seen, in this specific case there are 10 different control-channel candidates.
The mobile terminal decodes each of these candidates and then check the CRC
for a valid control channel.

16.2.5 Downlink multi-antenna transmission

The transport-channel processing described in Section 16.2.3 included the Antenna
Mapping, at that time simply described as the processing of blocks of modulation
symbols from, in the general case, two coded transport blocks and mapping to
the (up to four) transmit antennas. As illustrated in Figure 16.19, the LTE antenna
mapping actually consists of two separate steps, Layer mapping and Pre-coding.
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Figure 16.20 Two-antenna Space–Frequency Block Coding (SFBC) within the LTE multi-antenna
framework.

The layer mapping provides de-multiplexing of the modulation symbols of each
codeword (coded and modulated transport block) into one or multiple layers. Thus,
the number of layers is always as least as many as the number of transport blocks
to be transmitted.

The pre-coding extracts exactly one modulation symbol from each layer, jointly
processes these symbols, and maps the result in the frequency and antenna
domain.9 As illustrated in Figure 16.19, the pre-coding can thus be seen as oper-
ating on vectors v̄i of size NL, where each vector consists of one symbol from
each layer.

The split of the antenna mapping into two separate functions, layer mapping and
pre-coding, has been introduced in the LTE specifications to be able to straight-
forwardly define and describe different multi-antenna transmission schemes,
including open-loop transmit diversity, beam-forming, and spatial multiplexing,
within a single multi-antenna framework. Below some examples of multi-antenna
transmission schemes are given together with their implementation within the LTE
multi-antenna framework.

16.2.5.1 Two-antenna Space–Frequency Block Coding (SFBC)
In case of two-antenna SFBC (Figure 16.20), there is single codeword (no spatial
multiplexing) and two layers. The layer mapping de-multiplexes the modulation
symbols of the codeword onto the two layers. The pre-coding then applies the
space–frequency code on each layer vector v̄i.

16.2.5.2 Beam-forming
In case of beam-forming (Figure 16.21) there is a single codeword (no spatial
multiplexing) and a single layer, implying that the layer mapping is transparent.
The pre-coding applies the pre-coding (beam-forming) vector w̄ of size NA to each
layer symbol xi.

9 In the general case, the mapping could also be in the time domain.
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Figure 16.21 Beam-forming within the LTE multi-antenna framework.
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Figure 16.22 Spatial multiplexing within the LTE multi-antenna framework (NL = 3, NA = 4).

16.2.5.3 Spatial multiplexing
In case of spatial multiplexing (Figure 16.22) there is, in the general case, two
codewords, NL layers, and NA antennas, with NL ≥ 2 and NA ≥ NL. More specif-
ically, Figure 16.22 illustrates the case of three layers (NL = 3) and four transmit
antennas (NA = 4). The layer mapping de-multiplexes the modulation symbols of
the two codewords onto the NL layers. As can be seen, in the case of three lay-
ers, the first codeword is mapped to the first layer while the second codeword is
mapped to the second and third layer. Thus, the number of modulation symbols of
the second codeword should be twice that of the first codeword to ensure the same
number of symbols on each layer. The pre-coding then applies the pre-coding
matrix W of size NA × NL to the each layer vector v̄i.

In general, LTE spatial multiplexing relies on codebook-based pre-coding, imply-
ing that for each combination of number of antennas NA and number of layers NL, a
set of pre-coder matrices are defined by the specification. Based on measurements
on the downlink reference signals of the different antennas, the mobile decides
on a suitable rank (number of layers) and corresponding pre-coder matrix. This
is then reported to the network. While a single rank, valid for the entire system
bandwidth, is reported, multiple pre-coder matrices, valid for different parts of
the system bandwidth, may be reported. The network takes this information into
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account, but does not have to follow it, when deciding on what rank and set of
pre-coder matrices to actually use for the downlink transmission. As the network
can decide on a different set of pre-coder matrices than what has been reported by
the mobile terminal, the network must explicitly signal what pre-coder matrices
are used by means of the downlink L1/L2 control signaling.

A similar approach is used for downlink multi-antenna beam-forming, i.e. based
on measurements on the downlink reference signals of the different antennas, the
mobile decides on a suitable pre-coder (beam-forming) vector and reports this to
the network. The network takes this information into account, but does not have to
follow it, when deciding on what pre-coder vector to actually use for the downlink
transmission. Similar to the case of spatial multiplexing, the network must thus
explicitly signal what beam-forming vector is used to the mobile terminal. As a
consequence, pre-coding can only be used for the DL-SCH transmission but not
for the L1/L2 control signaling.

16.2.6 Multicast/broadcast using MBSFN

As discussed in Chapter 4, OFDM transmission offers some specific benefits
in terms of the provisioning of multi-cell multicast/broadcast services, more
specifically the possibility to make synchronous multi-cell multicast/broadcast
transmissions appear as a single transmission over a multi-path channel. As already
mentioned in Chapter 14, for LTE this kind of transmission is referred to as
Multicast/Broadcast over Single Frequency Network (MBSFN).

LTE supports MBSFN-based multicast/broadcast transmission by means of the
MCH (Multicast Channel) transport channel. The transport-channel processing
for MCH is, in many respects, the same as that for DL-SCH (Figure 16.9), with
some exceptions:

• In case of MBSFN transmission, the same data is to be transmitted with the
same transport format using the same physical resource from multiple cells
typically belonging to different eNodeB. Thus, the MCH transport format and
resource allocation cannot be dynamically selected by the eNodeB.

• As the MCH transmission is simultaneously targeting multiple mobile termi-
nals, hybrid ARQ is not directly applicable in case of MCH transmission.

Furthermore, as also mentioned in Section 16.2.3, the MCH scrambling should
be identical for all cells involved in the MBSFN transmission (cell-common
scrambling).

Channel estimation for coherent demodulation of an MBSFN transmission cannot
directly rely on the ‘normal’ cell-specific reference signals described in Section
16.2.2 as these reference signals are not transmitted by means of MBSFN and thus
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Figure 16.23 Cell-common and cell-specific reference symbols in MBSFN subframes. Note that
the figure assumes an extended cyclic prefix corresponding to 12 OFDM symbols per subframe.

do not reflect the aggregated MBSFN channel. Instead, additional reference sym-
bols are inserted within MBSFN subframes, as illustrated in Figure 16.23. These
reference symbols are transmitted by means of MBSFN, i.e. identical reference
symbols (same complex value within the same resource element) are transmitted
by all cells involved in the MBSFN transmission. The corresponding received ref-
erence signal can thus directly be used for estimation of the aggregated MBSFN
channel, enabling coherent demodulation of the MBSFN transmission.

The transmission of MCH using MBSFN is not allowed to be multiplexed with
the transmission of other transport channels such as DL-SCH within the same
subframe. Thus, there is also no transmission of downlink L1/L2 control signal-
ing related to DL-SCH transmission (transport-format, resource indication, and
hybrid-ARQ related information) in MBSFN subframes. However, there may be
other downlink L1/L2 control signaling to be transmitted in MBSFN subframes,
e.g. scheduling grants for UL-SCH transmission. As a consequence, the normal
‘cell-specific’ reference signals, as described in Section 16.2.2, also need to be
transmitted within the MBSFN subframes, in parallel to the MBSFN-based refer-
ence signal. However, as the L1/L2 control signaling is confined to the first part
of the subframe, only the cell-specific reference symbols within the first OFDM
symbol of the subframe (as well as the second OFDM symbol of the subframe
in case of four transmit antennas) are transmitted within MBSFN subframes, see
Figure 16.23.

16.3 Uplink transmission scheme

16.3.1 The uplink physical resource

As already mentioned in the overview provided in Chapter 14, LTE uplink
transmission is based on so-called DFTS-OFDM transmission. As described in
Chapter 5, DFTS-OFDM is a low-PAR ‘single-carrier’ transmission scheme that
allows for flexible bandwidth assignment and orthogonal multiple access not only
in the time domain but also in the frequency domain. Thus, the LTE uplink
transmission scheme is also referred to as Single-Carrier FDMA (SC-FDMA).
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Figure 16.24 Basic structure of DFTS-OFDM transmission.

Figure 16.24 recapitulates the basic structure of DFTS-OFDM transmission with
a size-M DFT being applied to a block of M modulation symbols. The out-
put of the DFT is then mapped to selective inputs of a size-N IFFT. The
DFT size determines the instantaneous bandwidth of the transmitted signal
while the frequency mapping determines the position of the transmitted signal
within the overall available uplink spectrum. Finally, a cyclic prefix is inserted
for each processing block. As discussed in Chapter 5, the use of a cyclic
prefix in case of single-carrier transmission allows for straightforward applica-
tion of low-complexity high-performance frequency-domain equalization at the
receiver side.

As discussed in Chapter 5, in the general case both localized and distributed DFTS-
OFDM transmission is possible. However, LTE uplink transmission is limited to
localized transmission, i.e. the frequency mapping of Figure 16.24 maps the output
of the DFT to consecutive inputs of the IFFT.

From a DFT-implementation point-of-view, the DFT size M should preferably be
constrained to a power of two. However, such a constraint is in direct conflict with
a desire to have a high degree of flexibility in terms of the amount of resources
(the instantaneous transmission bandwidth) that can be dynamically assigned to
different mobile terminals. From a flexibility point-of-view, all possible values of
M should rather be allowed. For LTE, a middle-way has been adopted where the
DFT size is limited to products of the integers two, three, and five. Thus, as an
example, DFT sizes of 15, 16, and 18 are allowed but M = 17 is not allowed. In
this way, the DFT can be implemented as a combination of relatively low-complex
radix-2, radix-3, and radix-5 FFT.

As mentioned in Chapter 5, and as should be obvious from Figure 16.24, DFTS-
OFDM can also be seen as conventional OFDM transmission combined with DFT-
based pre-coding. Thus, one can very well speak about a subcarrier spacing also
in case of DFTS-OFDM transmission. Furthermore, similar to OFDM, the DFTS-
OFDM physical resource can be seen as a time–frequency grid with the additional
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Figure 16.25 LTE uplink frequency-domain structure.

constraint that the overall time–frequency resource assigned to a mobile terminal
must always consist of consecutive subcarriers.

The basic parameters of the LTE uplink transmission scheme have been chosen to
be aligned, as much as possible, with the corresponding parameters of the OFDM-
based LTE downlink. Thus, as illustrated in Figure 16.25, the uplink DFTS-OFDM
subcarrier spacing equals �f = 15 kHz and resource blocks, consisting of 12 sub-
carriers, are defined also for the LTE uplink. However, in contrast to the downlink,
no unused DC-subcarrier is defined for the uplink. The reason is that the presence
of a DC-carrier in the center of the spectrum would have made it impossible to
allocate the entire system bandwidth to a single mobile terminal and still keep
the low-PAR single-carrier property of the uplink transmission. Also, due to the
DFT-based pre-coding, the impact of any DC interference will be spread over the
block of M modulation symbols and will therefore be less harmful compared to
normal OFDM transmission.

Thus, the total number of uplink subcarriers equals Nsc = 12 · NRB. Similar to
the downlink, also for the uplink the LTE physical-layer specification allows for a
very high degree of flexibility in terms of overall system bandwidth by allowing for,
in essence, any number of uplink resource blocks ranging from six resource blocks
and upwards However, also similar to the downlink, there will be restrictions in the
sense that radio-frequency requirements will, at least initially, only be specified
for a limited set of uplink bandwidths.

Also in terms of the more detailed time-domain structure, the LTE uplink is very
similar to the downlink, as can be seen from Figure 16.26. Each 1 ms uplink
subframe consists of two equally sized slots of length Tslot = 0.5 ms. Each slot
then consists of a number of DFT blocks including cyclic prefix. Also similar
to the downlink, two cyclic-prefix lengths are defined for the uplink, the normal
cyclic prefix and an extended cyclic prefix.
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Figure 16.26 LTE uplink subframe and slot structure. One subframe consisting of two equally
sized slots. Each slot consisting of six or seven DFTS-OFDM blocks in case of normal and extended
cyclic prefix, respectively.
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Figure 16.27 LTE uplink resource allocation.

In contrast to the downlink, uplink resource blocks assigned to a mobile terminal
must always be consecutive in the frequency domain, as illustrated in Figure 16.27.
Note that, similar to the downlink, the uplink resource block is defined as 12 DFTS-
OFDM subcarriers during one 0.5 ms slot. At the same time, uplink scheduling is
carried out on a subframe (1 ms) basis. Thus, similar to the downlink, the uplink
resource assignment is carried out in terms of, in the time domain, consecutive
pairs of resource blocks.

In Figure 16.27, the assigned uplink resource corresponds to the same set of
subcarriers in the two slots. As an alternative, inter-slot frequency hopping may be
applied for the LTE uplink. Inter-slot frequency hopping implies that the physical
resources used for uplink transmission in the two slots of a subframe do not occupy
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Figure 16.28 Uplink frequency hopping.

the same set of subcarriers as illustrated in Figure 16.28. Note that, as the mobile-
terminal RF transmission bandwidth covers the entire uplink spectrum, uplink
frequency hopping is a pure baseband operation, simply changing the DFT-to-
IFFT mapping of the DFTS-OFDM processing of Figure 16.24.

There are at least two potential benefits with uplink frequency hopping:

• Frequency hopping provides additional frequency diversity, assuming that the
hops are in the same order as or larger than the channel coherence bandwidths.

• Frequency hopping provides interference diversity (interference averaging),
assuming that the hopping patterns are different in neighbor cells.

16.3.2 Uplink reference signals

Similar to the downlink, reference signals for channel estimation are also needed
for the LTE uplink to enable coherent demodulation at the base station. Due to the
differences between the LTE downlink and uplink transmission schemes (OFDM
and SC-FDMA based on DFTS-OFDM, respectively) and the importance of low
power variations for uplink transmissions, the principles of the uplink reference
signals are different from those of the downlink. In essence, having reference sig-
nals frequency multiplexed with data transmission from the same mobile terminal
is not possible for the uplink. Instead, uplink reference signals are time multiplexed
with uplink data. More specifically, as illustrated in Figure 16.29, the uplink refer-
ence signals are transmitted within the fourth block of each uplink slot10 and with
an instantaneous bandwidth equal to the bandwidth of the data transmission. Note
that, in the general case, uplink frequency hopping may be applied, implying that
the two slots of Figure 16.29 are transmitted on different, perhaps substantially
separated, frequencies. In this case, interpolation between the two reference-signal
blocks of a subframe may not be possible as the channel, due to the frequency
separation, may differ substantially between the two blocks.

One way to implement the uplink reference signals is to generate a frequency-
domain reference signal XRS(k) of length MRS corresponding to the assigned

10 This assumes the normal cyclic prefix, i.e. seven blocks per slot.
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Figure 16.29 Uplink reference signals inserted within the fourth block of each uplink slot. The
figure assumes normal cyclic prefix, i.e. seven blocks per slot, and no frequency hopping.
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Figure 16.30 Frequency-domain generation of uplink reference signals.

bandwidth (the number of assigned DFTS-OFDM ‘subcarriers’ or, equivalently,
the instantaneous DFT size) and apply this to the input of an IFFT, as illustrated
in Figure 16.30. Cyclic-prefix insertion is then carried out exactly as for other
uplink blocks. In some sense this can be seen as defining the uplink reference
signal as an OFDM signal. However, one can equally well describe the same ref-
erence signal as a DFTS-OFDM signal by simply taking the size-MRS IDFT of the
frequency-domain sequence XRS(k). The resulting sequence can then be applied
to the DFTS-OFDM processing outlined in Figure 16.24.

Uplink reference signals should preferably have the following properties:

• Constant or almost constant amplitude in line with the basic characteristics of
the LTE uplink transmission scheme (low-PAR ‘single-carrier’).

• Good time-domain auto-correlation properties in order to allow for accurate
uplink channel estimation.

Sequences with these properties are sometimes referred to as CAZAC (Constant-
Amplitude Zero-Auto-Correlation) sequences [7].
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One set of sequences with the CAZAC property is the set of Zadoff–Chu sequences
[123]. In the frequency domain, a Zadoff–Chu sequence of length MZC can be
expressed as

X(u)
ZC(k) = e

−jπu k·(k+1)
MZC (16.1)

where u is the index of the Zadoff–Chu sequence within the set of Zadoff–Chu
sequences of length MZC.

The number of available Zadoff–Chu sequences given a certain sequence length,
that is the number of possible values of the index u in (16.1), equals the number of
integers that are relative prime to the sequence length MZC. This implies that, to
maximize the number of Zadoff–Chu sequences and thus to, in the end, maximize
the number of available uplink reference signals, Zadoff–Chu sequences of prime
length are preferred. At the same time, the frequency-domain length MRS of the
uplink reference signals should be equal to the assigned bandwidth, i.e. a multi-
ple of 12 (the resource-block size) which is obviously not a prime number. Thus,
prime-length Zadoff–Chu sequences cannot be directly used as LTE uplink refer-
ence signals. Instead the uplink reference signals are derived from prime-length
Zadoff–Chu sequences.

Two methods for deriving uplink reference signals of length MRS from prime-
length Zadoff–Chu sequences have been defined in the LTE physical–layer
specification:

1. Method 1 (truncation): Zadoff–Chu sequences of length MZC, where MZC is
the smallest prime number larger than or equal to MRS, are truncated to length
MRS.

2. Method 2 (cyclic extension): Zadoff–Chu sequences of length MZC, where MZC

is the largest prime number smaller than or equal to MRS, are cyclically extended
to length MRS.

These two methods are illustrated in Figure 16.31. It should be noted that this figure
assumes truncation or cyclic extension of a single symbol which may not always be
the case. As an example, if a reference-sequence length MRS = 96, corresponding
to eight resource blocks, is desired, method 1 could use a Zadoff–Chu sequence of
length NZC = 97 (a prime number) as a starting point. However, the largest prime
number smaller than or equal to 96 is 89, implying that method 2 would need to
use a Zadoff–Chu sequence of length NZC = 89 as a starting point and apply a
seven-symbol cyclic extension to arrive at the desired length-96 reference signal.

Clearly, both these methods will to some extent degrade the CAZAC property
of the uplink reference signals. Which method is best in terms of best retaining
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Figure 16.31 Methods to generate uplink reference signals from prime-length Zadoff–Chu
sequences. Note that, in the general case, more than one symbol may be truncated (method 1)
or cyclically extended (method 2).

the CAZAC property depends, among other things, on the target reference-signal
sequence length MRS. Thus, both the methods are available and can be used,
depending on the desired reference-signal sequence length or, equivalently, the
size of the resource assignment.

16.3.2.1 Multiple reference signals
In the typical case, a single mobile terminal will transmit within a given resource
(a certain set of subcarriers during a certain subframe) within a cell. However,
within neighbor cells, there will typically be simultaneous uplink transmissions
within the same resource. In that case, it is important to avoid a situation
where two mobile terminals in neighbor cells use the same uplink reference
signal as that would imply a potential risk for high interference between the
reference-signal transmissions. Thus, within neighbor cells, the uplink refer-
ence signals should preferably be based on different Zadoff–Chu sequences
(from the same set of Zadoff–Chu sequences), i.e. different values for the
index u in (16.1). To avoid very complex cell planning it is therefore impor-
tant that the number of uplink reference signals of a certain length is not too
small. This is the reason why the uplink reference signals are based on prime-
length Zadoff–Chu sequences, maximizing the number of sequences for a given
sequence length.

Another way to create multiple uplink reference signals is to rely on the zero-auto-
correlation property of the Zadoff–Chu sequences. This property implies that the
cyclic shift of a Zadoff–Chu sequence is orthogonal to itself. Thus, multiple uplink
reference signals can be generated by means of cyclic shifts of the same basic
reference signal. This method can be used when two cells are synchronized to each
other which is often the case, at least in case of cells belonging to the same eNodeB.
The method can also be used if there are two mobile terminals transmitting within
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the same resource within the same cell which may, for example, happen in case
of uplink SDMA.

16.3.2.2 Reference signals for channel sounding
Downlink channel-dependent scheduling, in both the time and frequency domain,
is a key LTE technology. As discussed in the previous chapter, uplink channel-
dependent scheduling, that is assigning uplink resources to a mobile terminal
depending on the instantaneous channel quality can also be used. Uplink
channel-dependent scheduling can increase the achievable data rates and reduce
the interference to other cells, by having the mobile terminal transmitting within
frequency bands that are, instantaneously, of good quality.

To carry out channel-dependent scheduling in the time and frequency domain,
estimates of the frequency-domain channel quality is needed. For the downlink,
this can, for example, be accomplished by the mobile terminal measuring the
quality of the downlink cell-specific reference signal, which is transmitted over
the full cell bandwidth, and reporting the estimated channel quality to the network
by means of a Channel Quality Indicator (CQI).

As can be seen from Figure 16.29, the reference signals used for uplink coherent
demodulation are only transmitted over the bandwidth dynamically assigned to
each mobile terminal. These reference signals can thus not be used by the net-
work to estimate the uplink channel quality for any other frequencies than those
currently assigned to the mobile terminal and can thus not provide the informa-
tion needed for uplink channel-dependent scheduling in the frequency domain. To
support uplink frequency-domain channel-dependent scheduling, additional more
wideband reference signals can therefore also be transmitted on the LTE uplink.
These reference symbols are referred to as channel-sounding reference signals, to
distinguish them from the (demodulation) reference symbols discussed above and
illustrated in Figure 16.29.

The basic principles for the channel-sounding reference signals are similar to
those of the demodulation reference signals. More specifically, also the channel-
sounding reference signals are based on prime-length Zadoff–Chu sequences
and are transmitted within a complete DFTS-OFDM block. However, there are
some key differences between the channel-sounding reference signals and the
demodulation reference signals:

• As already mentioned, channel-sounding reference signals typically have a
bandwidth that is larger, potentially much larger, than the uplink resource
assigned to a mobile terminal. Channel-sounding reference signals may even
need to be transmitted by mobile terminals that have not been assigned any
uplink resource for UL-SCH transmission.
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Figure 16.32 Transmission of uplink channel-sounding reference signals.

• Channel-sounding reference signals typically do not need to be transmitted as
often as demodulation reference signals. In many cases, the channel-sounding
reference signals will be transmitted less than once every subframe.

• There must be a possibility to transmit channel-sounding reference signals from
multiple mobile terminals within the same frequency band.

If channel-sounding is to be used within a cell, the network explicitly assigns
blocks within the uplink subframe structure for the transmission of channel-
sounding reference signals, as illustrated in Figure 16.32. These blocks are thus
not available for data (UL-SCH) transmission.

Blocks assigned for the transmission of channel-sounding reference signals are
a shared resource in the sense that multiple mobile terminals may transmit
reference signals within these resources. This can be accomplished in different
ways:

• There may be one block assigned for channel-sounding reference signals in
each subframe. However, each mobile terminal may only transmit a channel-
sounding reference signal in, for example, every N th subframe, implying that
N mobile terminals can share the resource in the time domain.

• The reference signal-transmission may be distributed, implying that there
is only transmission on every N th subcarrier (compare the discussion on
distributed DFTS-OFDM transmission in Chapter 5). By having different
mobile terminals transmitting on different set of carriers, the channel-sounding
resource can be shared in the frequency domain.

• Different mobile terminals may simultaneously transmit the same reference
signal with different cyclic shifts. As discussed above, different shifts of the
same Zadoff–Chu sequence are orthogonal to each other, conditioned that the
shift exceeds the channel time dispersion.

In practice, a combination of these methods may be used to share a resource
assigned for the transmission of channel-sounding reference signals between
different mobile terminals within a cell.



Ch16-P372533.tex 11/5/2007 19: 25 Page 350

350 3G Evolution: HSPA and LTE for Mobile Broadband

CRC

Coding

CRC insertion

Channel coding

HARQPhysical-layer Hybrid-ARQ functionality

ScramblingBit-level scrambling

Data modulation

Transport block of dynamic size
delivered from MAC layer

Modulation

To DFTS-OFDM modulation including
mapping to assigned frequency resource

Figure 16.33 LTE uplink transport-channel processing.

16.3.3 Uplink transport-channel processing

The LTE uplink transport-channel processing can be outlined according to
Figure 16.33. As there is no LTE uplink spatial multiplexing, only a single transport
block, of dynamic size, is transmitted for each TTI.

• CRC insertion: Similar to the downlink, a CRC is calculated and appended to
each uplink transport block.

• Channel coding: Uplink channel coding relies on the same Turbo code, includ-
ing the same QPP-based internal interleaver, as is used for the downlink.

• Physical-layer hybrid-ARQ functionality: The uplink physical layer aspects
of the LTE uplink hybrid ARQ are basically the same as the corresponding
downlink functionality, i.e. the hybrid-ARQ physical-layer functionality
extracts, from the block of code bits delivered by the channel encoder, the
exact set of bits to be transmitted at each transmission/retransmission instant.
Note that, in some aspects, there are some clear differences between the down-
link and uplink hybrid-ARQ protocols, such as asynchronous vs. synchronous
operation. However, these differences are not reflected in the physical-layer
aspects of hybrid ARQ.

• Bit-level scrambling: Similar to the downlink, bit-level scrambling can also be
applied to the code bits on the LTE uplink. The aim of uplink scrambling is the
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same as for the downlink, that is to randomize the interference and thus ensure
that the processing gain provided by the channel code can be fully utilized.
To achieve this, the uplink scrambling is mobile-terminal specific, i.e. different
mobile terminals use different scrambling sequences.

• Data modulation: Similar to the downlink, the uplink data modulation trans-
forms a block of coded/scrambled bits into a block of complex modulation
symbols. The set of modulation schemes supported for the LTE uplink are the
same as for the downlink, i.e. QPSK, 16QAM, and 64QAM, corresponding to
two, four, and six bits per modulation symbol, respectively.

The block of modulation symbols are then applied to the DFTS-OFDM processing
as outlined in Figure 16.24, which also maps the signal to the assigned frequency
band.

16.3.4 Uplink L1/L2 control signaling

Similar to the LTE downlink, there is also for the uplink need for certain associated
control signaling (uplink L1/L2 control) to support the transmission of downlink
and uplink transport-channels (DL-SCH and UL-SCH). The uplink L1/L2 control
signaling includes:

• Hybrid-ARQ acknowledgments for received DL-SCH transport blocks.
• CQI (Channel-Quality Indicator), indicating the downlink channel quality as

estimated by the mobile terminal. Similar to HSPA, the CQI reports can be used
by the network for downlink channel-dependent scheduling and rate control.
However, in contrast to HSPA and due to the fact that LTE downlink scheduling
can be carried out in both the time and frequency domain, the LTE CQI reports
indicate the channel quality in both the time and frequency domain.

• Scheduling requests, indicating that a mobile terminal needs uplink resources
for UL-SCH transmissions.

In contrast to the downlink, there is no uplink signaling indicating the UL-SCH
transport format to the network. This is based on an assumption that the mobile
terminal always follows the scheduling grants received from the network, including
the UL-SCH transport format specified in those grants, as described in Section
15.2.3. With this assumption, the network will know the transport format used for
the UL-SCH transmission in advance and there is no reason to explicitly signal
it on the uplink. For similar reasons, there is also no explicit uplink signaling of
information related to UL-SCH hybrid ARQ.

The uplink L1/L2 control signaling defined above needs to be transmitted on
the uplink regardless of whether or not the mobile terminal has any uplink
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Figure 16.34 Multiplexing of data and uplink L1/L2 control signaling in case of simultaneous
transmission of UL-SCH and L1/L2 control.

transport-channel (UL-SCH) data to transmit and thus regardless of whether or
not the mobile terminal has been assigned any uplink resources for UL-SCH
transmission.

For this reason, two different methods can be used for the transmission of the
uplink L1/L2 control signaling, depending on whether or not the mobile terminal
has been assigned an uplink resource for UL-SCH transmission.

1. Uplink resource assigned (simultaneous transmission of UL-SCH): L1/L2
control multiplexed with UL-SCH before DFTS-OFDM processing.

2. No uplink resource assigned (no simultaneous transmission of UL-SCH): L1/L2
control transmitted in frequency resources specifically assigned for uplink
L1/L2 control signaling.

If the mobile terminal has been assigned an uplink resource for UL-SCH trans-
mission, the coded L1/L2 control signaling is multiplexed with the coded and
modulated transport-channel data before DFTS-OFDM processing, as illustrated
in Figure 16.34. This can be seen as a time multiplexing of the transport-channel
data and the L1/L2 control signaling and preserves the ‘single-carrier’ property of
the uplink transmission. It should be noted that, as discussed briefly in Chapter 15,
when a mobile terminal already has an uplink resource, there is no need to transmit
an explicit scheduling request as part of the L1/L2 control signaling. Thus, the
L1/L2 control only includes CQI and hybrid-ARQ acknowledgment.

It should also be noted that the network is fully aware of the transmission of L1/L2
control signaling from a certain mobile terminal:

• CQI is transmitted at regular, predefined time instances known to the network.
• Hybrid-ARQ acknowledgments are transmitted at well-specified time instances

relative to the corresponding downlink (DL-SCH) transmission.

Thus, the network can properly extract the transport-channel part and the L1/L2
control part at the receiver side before applying separate decoding of each piece
of information.
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Figure 16.35 Resource structure to be used for uplink L1/L2 control signaling in case of no
simultaneous UL-SCH transmission.

If the mobile terminal has not been assigned an uplink resource for UL-SCH trans-
mission, the L1/L2 control information (CQI, hybrid-ARQ acknowledgments,
and scheduling requests) is instead transmitted in uplink resources specifically
assigned for uplink L1/L2 control. As illustrated in Figure 16.35, these resources
are located at the edges of the total available system bandwidth. Each such resource
consists of 12 subcarriers (one resource block) within each slot of an uplink sub-
frame. To provide frequency diversity, these frequency resources are frequency
hopping on the slot boundary, that is one L1/L2 control resource consists of 12
subcarriers at the upper part of the spectrum within the first slot of a subframe
and an equally sized resource at the lower part of the spectrum during the second
slot of the subframe or vice versa. If more resources are needed for the uplink
L1/L2 control signaling, for example, in case of very large overall transmission
bandwidth supporting a large number of users, additional resources blocks can be
assigned next to the previously assigned resource blocks.

The reasons for locating the resources for L1/L2 control at the edges of the overall
available spectrum are twofold:

• Together with the frequency hopping described above, this maximizes the
frequency diversity experienced by the L1/L2 control signaling.

• Assigning uplink resources for the L1/L2 control signaling at other positions
within the spectrum, i.e. not at the edges, would have fragmented the uplink
spectrum, making it impossible to assign very wide transmission bandwidths
to a single mobile terminal and still retain the low-PAR single-carrier property
of the uplink transmission.

16.3.5 Uplink timing advance

The DFTS-OFDM-based LTE uplink transmission scheme allows for uplink
intra-cell orthogonality, implying that uplink transmissions received from dif-
ferent mobile terminals do not cause interference to each other at the receiver. A
fundamental requirement for this uplink orthogonality to hold is that the signals
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Figure 16.36 Uplink timing advance.

transmitted from different mobile terminals within the same subframe but within
different frequency resources arrive approximately time aligned at the base station
or, more specifically, with a timing misalignment that is at most a fraction of the
cyclic prefix. To ensure this, LTE includes a mechanism known as timing advance.
In principle, this is the same as the uplink transmission timing control discussed
for uplink OFDM in Chapter 4.

In essence, timing advance is a negative offset, at the mobile terminal, between
the start of a received downlink subframe and a transmitted uplink subframe.
By setting the offset appropriately for each mobile terminal, the network can
control the timing of the signals received at the base station from the mobile
terminals. In essence, mobile terminals far from the base station encounter a larger
propagation delay and therefore need to start their uplink transmissions somewhat
in advance, compared to mobile terminals closer to the base station, as illustrated in
Figure 16.36. In this specific example, the first mobile terminal (MT-1) is located
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close to the base station and experiences a small propagation delay, TP,1. Thus, for
this mobile terminal, a small value of the timing advance offset TA,1 is sufficient to
compensate for the propagation delay and to ensure the correct timing at the base
station. On the other, a larger value of the timing advance is required for second
mobile terminal (MT-2), which is located at a larger distance from the base station
and thus experiencing a larger propagation delay.

The timing-advance value for each mobile terminal is determined by the network
based on measurements on the respective uplink transmissions. Hence, as long
as a mobile terminal carries out uplink data transmission, this can be used by the
receiving base station to estimate the uplink receive timing and thus be a source for
the timing-advance commands. Note that any uplink transmission can be used for
the timing estimation. The network can, for example, exploit regular transmissions
of channel-quality reports in the uplink for timing estimation in absence of data
transmission from a specific mobile terminal. In this way, the mobile terminal can
immediately restart uplink-orthogonal data transmission without the need for a
timing re-alignment phase.

Based on the uplink measurements, the network determines the required timing
correction for each terminal. If the timing of a specific terminal needs correction,
the network issues a timing-advance command for this specific mobile terminal,
instructing it to retard or advance its timing relative to the current uplink tim-
ing. Typically, timing-advance commands to a mobile terminal are transmitted
relatively infrequent, e.g. one or a few times per second.

If the mobile terminal does not transmit anything in the uplink for a longer period,
no uplink transmission should be carried out. In that case, uplink time alignment
may be lost and restart of data transmission must then be preceded by an explicit
timing-re-alignment phase using random access, as described in the next chapter,
to restore the uplink time alignment.
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17
LTE access procedures

The previous chapters have described the LTE uplink and downlink transmission
schemes. However, prior to transmission of data, the mobile terminal needs to
connect to the network. In this chapter, procedures necessary for a terminal to be
able to access an LTE-based network will be described.

17.1 Cell search

Cell search is the procedure by which the terminal finds a cell for potential con-
nection to. As part of the cell-search procedure, the terminal obtains the identity
of the cell and estimates the frame timing of the identified cell. Furthermore, the
cell-search procedure also provides estimates of parameters essential for recep-
tion of system information on the broadcast channel, containing the remaining
parameters required for accessing the system.

To avoid complicated cell planning, the number of physical layer cell identities
should be sufficiently large. As mentioned in Chapter 16, LTE supports 510 dif-
ferent cell identities, divided into 170 cell-identity groups of three identities each.

In order to reduce the cell-search complexity, cell search for LTE is typically done
in several steps, similarly to the three-step cell-search procedure of WCDMA.
To assist the terminal in this procedure, LTE provides a primary synchronization
signal and a secondary synchronization signal on the downlink. The primary and
secondary synchronization signals are specific sequences, inserted into the last
two OFDM symbols in the first slot of subframe zero and five as illustrated in
Figure 17.1. In addition to the synchronization signals, the cell-search procedure
may also exploit the reference signals as part of its operation.

17.1.1 Cell-search procedure

In the first step of the cell-search procedure, the mobile terminal uses the primary
synchronization signal to find the timing on a 5 ms basis. Note that the primary
synchronization signal is transmitted twice in each frame. One reason is to simplify

357
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Figure 17.1 Primary and secondary synchronization signals (normal cyclic prefix length assumed).

handover from other radio-access technologies such as GSM to LTE. Thus, the
primary synchronization signal can only provide the frame timing with a 5 ms
ambiguity.

The implementation of the estimation algorithm is vendor specific, but one pos-
sibility is to do matched filtering between the received signal and the sequences
specified for the primary synchronization signal. When the output of the matched
filter reaches its maximum, the terminal is likely to have found timing on a 5 ms
basis. The first step can also be used to lock the mobile-terminal local-oscillator
frequency to the base-station carrier frequency. Locking the local-oscillator fre-
quency to the base-station frequency relaxes the accuracy requirements on the
mobile-terminal oscillator, with reduced cost as a consequence.

For reasons discussed below, three different sequences can be used as the primary
synchronization signal. There is a one-to-one mapping between each of these three
sequences and the cell identity within the cell-identity group. Therefore, after
the first step, the terminal has found the identity within the cell-identity group.
Furthermore, as there is a one-to-one mapping between each of the identities in a
cell-identity group and each of the three orthogonal sequence used when creating
the reference signal as described in Chapter 16, the terminal also obtains partial
knowledge about the reference signal structure in this step. The cell identity group,
however, remains unknown to the terminal after this step.

In the next step, the terminal detects the cell-identity group and determines the
frame timing. This is done by observing pairs of slots where the secondary
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synchronization signal is transmitted. Basically, if (s1, s2) is an allowable pair
of sequences, where s1 and s2 represent the secondary synchronization signal in
subframe zero and five, respectively, the reverse pair (s2, s1) is not a valid sequence
pair. By exploiting this property, the terminal can resolve the 5 ms timing ambi-
guity resulting from the first step in the cell-search procedure and determine the
frame timing. Furthermore, as each combination (s1, s2) represents one of the cell-
identity groups, also the cell identity group is obtained from the second cell-search
step. From the cell identity group, the terminal also obtains knowledge about which
pseudo-random sequence is used for generating the reference signal in the cell.

Once the cell-search procedure is complete, the terminal receive the broad-
casted system information to obtain the remaining parameters, for example, the
transmission bandwidth used in the cell.

17.1.2 Time/frequency structure of synchronization signals

The general time-frequency structure has already been briefly described above
and is illustrated in Figure 17.1. As seen in the figure, the primary and secondary
synchronization signals are transmitted in two subsequent OFDM symbols. This
structure has been chosen to allow for coherent processing of the secondary syn-
chronization signal at the terminal. After the first step, the primary synchronization
signal is known and can thus be used for channel estimation. This channel estimate
can subsequently be used for coherent processing of the received signal prior to
the second step in order to improve performance. However, the placement of the
primary and secondary synchronization signals next to each other also implies that
the terminal in the second step needs to blindly estimate the cyclic-prefix length.
This, however, is a low-complexity operation.

In many cases, the timing in multiple cells is synchronized such that the frame
start in neighboring cells coincides in time. One reason hereof is to enable MBSFN
operation. However, the synchronous operation also implies that transmission of
the primary synchronization signals in different cells occur at the same time. Chan-
nel estimation based on the primary synchronization signal will therefore reflect
the composite channel from all cells if the same primary synchronization signal is
used in all cells. Obviously, for coherent demodulation of the second synchroniza-
tion signal, which is different in different cells, an estimate of the channel from the
cell of interest is required, not an estimate of the composite channel from all cells.
Therefore, LTE supports multiple sequences for the primary synchronization sig-
nal. In case of coherent reception in a deployment with time-synchronized cells,
neighboring cells can use different primary synchronization sequences to alleviate
the channel-estimation problem describe above. Furthermore, as described above,
the primary synchronization signal also carries part of the cell identity.
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Figure 17.2 Generation of the synchronization signal in the frequency domain.

From a TDD perspective, locating the synchronization signal at the end of the
first slot in the subframe, instead of the second slot, is beneficial as it implies
fewer restrictions on the creation of guard times between uplink and downlink.
Alternatively, if the synchronization signals were located in the last slot of the
subframe, there would be no possibility to obtain the guard time required for TDD
by removing downlink OFDM symbols as discussed in Chapter 16. Also, note
that, for TDD operation, the location of the synchronization signals implies that
subframe zero and five always are downlink subframes.

At the beginning of the cell-search procedure, the cell bandwidth is not neces-
sarily known. In principle, detection of the transmission bandwidth could have
been made part of the cell-search procedure. However, as this would complicate
the overall cell-search procedure, it is preferable to maintain the same cell-search
procedure, regardless of the overall cell transmission bandwidth. The terminal
can then be informed about the actual bandwidth in the cell from the broadcast
channel. Therefore, to maintain the same frequency-domain structure of the syn-
chronization signals, regardless of the cell system bandwidth, the synchronization
signals are always transmitted using the 72 center subcarriers, corresponding to a
bandwidth in the order of 1 MHz. Figure 17.2 illustrates a possible implementation
for generation of the synchronization signals. Thirty-six subcarriers on each side
of the DC subcarrier in the frequency domain are reserved for the synchronization
signal. By using an IFFT, the corresponding time-domain signal can be generated.
The size of the IFFT, as well as the number of subcarriers set to zero in Fig-
ure 17.2, depends on the system bandwidth. Subcarriers not used for transmission
of synchronization signals can be used for data transmission.

17.1.3 Initial and neighbor-cell search

Finding a cell to connect to after power up of the terminal is obviously an important
case. However, equally important is the possibility to identify candidate cells for
handover as part of the mobility support, when the terminal connection is moved
from one cell to another. These two situations are usually referred to as initial cell
search and neighbor-cell search, respectively.
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For initial cell search, the terminal does typically not know the carrier frequency
of the cells it is searching for. To handle this case, the terminal needs to search for
a suitable carrier frequency as well, basically by repeating the above procedure for
any possible carrier frequency given by the frequency raster. Obviously, this may
often increase the time required for cell search, but the search-time requirements for
initial cell search are typically relatively relaxed. Implementation-specific methods
can also be used to reduce the time from power-on until a cell is found. For example,
the terminal can use any additional information the terminal may have and start
searching on the same carrier frequency it last was connected to.

Neighbor-cell search, on the other hand, has stricter timing requirements. The
slower the neighbor-cell search is, the longer it will take until the terminal is
handed over to a cell with an in average better radio quality. This will obviously
deteriorate the overall spectrum efficiency of the system. However, in the common
case of intra-frequency handover, the terminal obviously does not need to search
for the carrier frequency in the neighboring cell. Apart from omitting the search
over multiple carrier frequencies, intra-frequency neighbor-cell search can use the
same procedures as the initial cell search.

Measurements for handover purposes are required also when the terminal is receiv-
ing downlink data from the network. Hence, the terminal must be able to perform
neighbor-cell search also in these cases. For intra-frequency neighbor-cell search,
this is not a major problem as the neighboring candidate cells transmit at the
same frequency as the terminal already is receiving data upon. Data reception
and neighbor-cell search are simple separate baseband functions, operating on the
same received signal.

The case of inter-frequency handover, however, is more complicated since data
reception and neighbor-cell search need to be carried out at different frequencies.
Equipping the terminal with a separate RF receiver circuitry for neighbor-cell
search, although in principle possible, is not attractive from a complexity per-
spective. Therefore, gaps in the data transmission, during which the terminal can
retune to a different frequency for inter-frequency measurement purposes, can be
created. This is done in the same way as for HSPA, namely by avoiding scheduling
the terminal in one or several downlink subframes.

17.2 Random access

A fundamental requirement for any cellular system is the possibility for the
terminal to request a connection setup. This is commonly known as random
access and serves two main purposes in LTE, namely establishment of uplink
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Step 1: Random access preamble

Step 2: Random access response

Step 3: RRC signaling

Step 4: RRC signaling
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Figure 17.3 Overview of the random access procedure.

synchronization, and establishment of a unique terminal identity, the C-RNTI,
known to both the network and the terminal. Thus, random access is used not only
for initial access, that is, when moving from LTE_DETACHED or LTE_IDLE
to LTE_ACTIVE (see Chapter 15 for a discussion of different terminal states),
but also after periods of uplink inactivity when uplink synchronization is lost in
LTE_ACTIVE.

The overall random-access procedure, illustrated in Figure 17.3, consists of
four steps:

1. The first step consists of transmission of a random-access preamble, allowing
the eNodeB to estimate the transmission timing of the terminal. Uplink synchro-
nization is necessary as the terminal otherwise cannot transmit any uplink data.

2. The second step consists of the network transmitting a timing advance com-
mand to adjust the terminal transmit timing, based on the timing measurement
in the first step. In addition to establishing uplink synchronization, the second
step also assigns uplink resources to the terminal to be used in the third step in
the random access procedure.

3. The third step consists of transmission of the mobile-terminal identity to the
network using the UL-SCH similar to normal scheduled data. The exact content
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of this signaling depends on the state of the terminal, in particular whether it is
previously known to the network or not.

4. The fourth and final step consists of transmission of a contention-resolution
message from the network to the terminal on the DL-SCH. This step also
resolves any contention due to multiple terminals trying to access the system
using the same random-access resource.

Only the first step uses physical-layer processing specifically designed for random
access. The last three steps all utilizes the same physical-layer processing as used
for normal uplink and downlink data transmission. In the following, each of these
steps are described in more detail.

17.2.1 Step 1: Random access preamble transmission

The first step in the random access procedure is the transmission of a random-
access preamble. The main purpose of the preamble is to indicate to the network
the presence of a random-access attempt and to obtain uplink time synchronization
within a fraction of the uplink cyclic prefix.

In general, random-access-preamble transmissions can be either orthogonal or
non-orthogonal to user data. In WCDMA, the preamble is non-orthogonal to the
uplink data transmission. This provides the benefit of not having to semi-statically
allocate any resources for random access. However, to control the random-
access-to-data interference, the transmit power of the random-access preamble
must be carefully controlled. In WCDMA, this is solved through the use of a
power-ramping procedure, where the terminal gradually increases the power of
the random-access preamble until it is successfully detected at the base station.
Although this is a suitable solution to the interference problem, the ramping proce-
dure introduces a delay in the overall random-access procedure. Therefore, from
a delay perspective, a random-access procedure not requiring power ramping is
beneficial.

In LTE, the transmission of the random-access preamble can be made orthogonal
to uplink user-data transmissions and, as a consequence, no power ramping is
necessary (although the specifications allow for ramping). Orthogonality between
user data transmitted from other terminals and random-access attempts is obtained
in both the time and frequency domains. The network broadcasts information to all
terminals in which time-frequency resources random-access preamble transmis-
sion is allowed. To avoid interference between data and random-access preambles,
the network avoids scheduling any uplink transmissions in those time-frequency
resources. This is illustrated in Figure 17.4. Since the fundamental time unit
for data transmission in LTE is 1 ms, a subframe is reserved for preamble
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Figure 17.4 Principal illustration of random-access-preamble transmission.

transmissions. Within the reserved resources, the random-access preamble is
transmitted.

In the frequency domain, the random-access preamble has a bandwidth corre-
sponding to six resource blocks (1.08 MHz). This nicely matches the smallest
bandwidth in which LTE can operate, which is six resource blocks as discussed
in Chapter 16. Hence, the same random-access preamble structure can be used,
regardless of the transmission bandwidth in the cell. For deployments using larger
spectrum allocations, multiple random-access resources can be defined in the
frequency domain, providing an increased random-access capacity.

A terminal carrying out a random-access attempt has, prior to the transmission of
the preamble, obtained downlink synchronization from the cell-search procedure.
However, the uplink timing is, as already discussed, not yet established. The start
of an uplink frame at the terminal is defined relative to the start of the downlink
frame at the terminal. Due to the propagation delay between the base station and the
terminal, the uplink transmission will therefore be delayed relative to the downlink
transmission timing at the base station. Therefore, as the distance between the
base station and the terminal is not known, there will be an uncertainty in the
uplink timing corresponding to twice the distance between the base station and
the terminal, amounting to 6.7 μs/km. To account for this uncertainty and to avoid
interference with subsequent subframes not used for random access, a guard time
is used, that is the length of the actual preamble is shorter than 1 ms. Figure 17.5
illustrates the preamble length and the guard time. With the LTE preamble length
of approximately 0.9 ms, there is 0.1 ms guard time allowing for cell sizes up to
15 km. In larger cells, where the timing uncertainty may be larger than the basic
guard time, additional guard time can be created by not scheduling any uplink
transmissions in the subframe following the random-access resource.

The preamble is based on Zadoff–Chu (ZC), sequences [131] and cyclic shifted
sequences thereof. Zadoff-Chu sequences are also used for creating the uplink
reference signals as described in Chapter 16, where the structure of those sequences
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Figure 17.5 Preamble timing at eNodeB for different random-access users.
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Figure 17.6 Random-access-preamble generation.

is described. From each root Zadoff–Chu sequence X(u)
ZC(k), m − 1 cyclically

shifted sequences are obtained by cyclic shifts of �MZC/m each, where MZC

is the length of the root Zadoff–Chu sequence.

Cyclically shifted ZC sequences possess several attractive properties. The ampli-
tude of the sequences is constant, which ensures efficient power amplifier
utilization and maintains the low PAR properties of the single-carrier uplink. The
sequences also have ideal cyclic auto-correlation, which is important for obtain-
ing an accurate timing estimation at the eNodeB. Finally, the cross-correlation
between different preambles based on cyclic shifts of the same ZC sequence is
zero at the receiver as long as the time cyclic shift �N/m used when generating the
preambles is larger than the maximum round-trip propagation time plus the maxi-
mum delay spread of the channel. Therefore, thanks to the ideal cross-correlation
property, there is no intra-cell interference from multiple random-access attempts
using preambles derived from the same Zadoff–Chu root sequence.

The generation of the random-access preamble is illustrated in Figure 17.6.
Although the figure illustrates generation in the time-domain, frequency-domain
generation can equally well be used in an implementation. Also, to allow for
frequency-domain processing at the base station (discussed further below), a cyclic
prefix is included in the preamble generation.
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Figure 17.7 Random-access-preamble detection in the frequency domain.

Preamble sequences are partitioned into groups of 64 sequences each. As part of
the system configuration, each cell is allocated one such group by defining one or
several root Zadoff–Chu sequences and the cyclic shifts required to generate the
set of preambles. The number of groups is sufficiently large to avoid the need for
careful sequence planning between cells.

When performing a random-access attempt, the terminal selects one sequence at
random from the set of sequences allocated to the cell the terminal is trying to
access. As long as no other terminal is performing a random-access attempt using
the same sequence at the same time instant, no collisions will occur and the attempt
will, with a high likelihood, be detected by the network.

The base-station processing is implementation specific, but thanks to the cyclic
prefix included in the preamble, low-complexity frequency-domain processing is
possible. An example hereof is shown in Figure 17.7. Samples over a window are
collected and converted it into the frequency-domain representation using an FFT.
The window length is 0.8 ms, which is equal to the length of the ZC sequence
without a cyclic prefix. This allows to handle timing uncertainties up to 0.1 ms
and matches the guard time defined.

The output of the FFT, representing the received signal in the frequency domain,
is multiplied with the complex-conjugate frequency-domain representation of the
root Zadoff–Chu sequence and the results is fed through an IFFT. By observing
the IFFT outputs, it is possible to detect which of the shifts of the Zadoff–Chu root
sequence has been transmitted and its delay. Basically, a peak of the IFFT output in
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interval i corresponds to the i-th cyclically shifted sequence and the delay is given
by the position of the peak within the interval. This frequency-domain implementa-
tion is computationally efficient and allows detection of multiple random-access
attempts using different cyclic shifted sequences generated from the same root
Zadoff–Chu sequence; in case of multiple attempts there will simply be a peak in
each of the corresponding intervals.

17.2.2 Step 2: Random access response

In response to the detected random access attempt, the network will, as the sec-
ond step of the random-access procedure, transmit a message on the DL-SCH,
containing:

• The index of the random-access preamble sequence the network detected and
for which the response is valid.

• The timing correction calculated by the random-access-preamble receiver.
• A scheduling grant, indicating resources the terminal shall use for the trans-

mission of the message in the third step.
• A temporary identity used for further communication between the terminal and

the network.

In case the network detected multiple random-access attempts (from different
terminals), the individual response messages of multiple mobile terminals can be
combined in a single transmission. Therefore, the response message is scheduled
on the DL-SCH and indicated on a L1/L2 control channel using an identity reserved
for random-access response. All terminals which have transmitted a preamble
monitors the L1/L2 control channels for random-access response. The timing of
the response message is not fixed in the specification in order to be able to respond
to sufficiently many simultaneous accesses. It also provides some flexibility in the
base-station implementation.

As long as the terminals that performed random access in the same resource used
different preambles, no collision will occur and from the downlink signaling it is
clear to which terminal(s) the information is related. However, there is a certain
probability of contention, that is multiple terminals using the same random access
preamble at the same time. In this case, multiple terminals will react upon the same
downlink response message and a collision occurs. Resolving these collisions
is part of the subsequent steps as discussed below. Contention is also one of
the reasons why hybrid ARQ is not used for transmission of the random-access
response. A terminal receiving a random-access response intended for another
terminal will have incorrect uplink timing. If hybrid ARQ would be used, the
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timing of the ACK/NAK for such a terminal would be incorrect and may disturb
uplink control signaling from other users.

Upon reception of the random-access response in the second step, the terminal
will adjust its uplink transmission timing and continue to the third step.

17.2.3 Step 3: Terminal identification

After the second step, the uplink of the terminal is time synchronized. However,
before user data can be transmitted to/from the terminal, a unique identity within
the cell (C-RNTI) must be assigned to the terminal. Depending on the terminal
state, there may also be a need for additional message exchange.

In the third step, the terminal transmits the necessary messages to the network using
the resources assigned in the random-access response in the second step. Trans-
mitting the uplink message in the same manner as scheduled uplink data instead of
attaching it to the preamble in the first step is beneficial for several reasons. Firstly,
the amount of information transmitted in absence of uplink synchronization should
be minimized as the need for a large guard time makes such transmissions rela-
tively costly. Secondly, the use of the ‘normal’ uplink transmission scheme for
message transmission allows the grant size and modulation scheme to be adjusted
to, for example, different radio conditions. Finally, it allows for hybrid ARQ with
soft combining for the uplink message. The latter is an important aspect, especially
in coverage-limited scenarios, as it allows for the use of one or several retransmis-
sions to collect sufficient energy for the uplink signaling to ensure a sufficiently
high probability of successful transmission. Note that RLC retransmissions are
not used for the uplink RRC signaling in step 3.

An important part of the uplink message is the inclusion of a terminal identity as this
identity is used as part of the contention-resolution mechanism in the fourth step.
In case the terminal is in LTE_ACTIVE state, that is, is connected to a known cell
and therefore has a C-RNTI assigned, this C-RNTI is used as the terminal identity
in the uplink message. Otherwise, a core-network terminal identifier is used and
the radio-access network needs to involve the core network prior to responding to
the uplink message in step 3.

17.2.4 Step 4: Contention resolution

The last step in the random access procedure consists of a downlink message for
contention resolution. Note that, from the second step, multiple terminals per-
forming simultaneous random-access attempts using the same preamble sequence
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in the first step listen to the same response message in the second step and there-
fore have the same temporary identifier. Hence, in the fourth step, each terminal
receiving the downlink message will compare the identity in the message with
the identity they transmitted in the third step. Only a terminal which observes a
match between the identity received in the fourth step and the identity transmitted
as part of the third step will declare the random access procedure successful. If
the terminal has not yet been assigned a C-RNTI, the temporary identity from the
second step is promoted to the C-RNTI; otherwise the terminal keeps its already
assigned C-RNTI.

The contention-resolution message is transmitted on the DL-SCH, using the tem-
porary identity from the second step for addressing the terminal on the L1/L2
control channel. Since uplink synchronization already has been established, hybrid
ARQ is applied to the downlink signaling in this step. Terminals with a match
between the identity they transmitted in the third step and the message received in
the fourth step will also transmit a hybrid-ARQ acknowledge in the uplink.

Terminals which do not find a match between the identity received in the fourth
step and the respective identity transmitted as part of the third step are considered
to have failed the random-access procedure and need to restart the random-access
procedure from the first step. Obviously, no hybrid-ARQ feedback is transmitted
from these terminals.

17.3 Paging

Paging is used for network-initiated connection setup. An efficient paging proce-
dure should allow the terminal to sleep with no receiver processing most of the time
and to briefly wake up at predefined time intervals to monitor paging information
from the network.

In WCDMA, a separate paging-indicator channel, monitored at predefined time
instants, is used to indicate to the terminal that paging information is transmitted.
As the paging indicator is significantly shorter than the duration of the paging
information, this approach minimizes the time the terminal is awake.

In LTE, no separate paging-indicator channel is used as the potential power sav-
ings are very small due to the short duration of the L1/L2 control signaling, at
most three OFDM symbols as described in Chapter 16. Instead, the same mecha-
nism as for ‘normal’ downlink data transmission on the DL-SCH is used and the
mobile-terminal monitors the L1/L2 control signaling for downlink scheduling
assignments. A DRX cycle is defined, which allows the terminal to sleep most of
the time and only briefly wake up to monitor the L1/L2 control signaling. If the
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Figure 17.8 Discontinous reception (DRX) for paging.

terminal detects a group identity used for paging when it wakes up, it will pro-
cess the corresponding paging message transmitted in the downlink. The paging
message includes the identity of the terminal(s) being paged and a terminal not
finding its identity will discard the received information and sleep according to the
DRX cycle. Obviously, as the uplink timing is unknown during the DRX cycles,
no ACK/NAK signaling can take place and consequently hybrid ARQ with soft
combining cannot be used for paging messages.

The DRX cycle for paging is illustrated in Figure 17.8.
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System Architecture Evolution

In this chapter an overview of the System Architecture Evolution (SAE) work in
3GPP is given. Furthermore, in order to understand from where the SAE is coming
from, the core network used by WCDMA/HSPA is discussed. Thus, the sys-
tem architecture of WCDMA/HSPA and LTE, their connections, similarities, and
differences are briefly described. The term system architecture describes the allo-
cation of necessary functions to logical nodes and the required interfaces between
the nodes. In the case of a mobile system, such as WCDMA/HSPA and LTE/SAE,
most of the necessary functions for the radio interface have been described in
the previous chapters. Those functions are normally called radio access network
functions. However, in a mobile network several additional functions are needed
to be able to provide the services: Charging is needed for the operator to charge a
user; Authentication is needed to ensure that the user is a valid user; Service setup
is needed to ensure that there is an end-to-end connection; etc. Thus there are
functions not directly related to the radio access technology itself, but needed for
any radio access technology (and in fact there are functions that are needed also
for fixed accesses). Those functions are normally called core network functions.
The fact that there are different types of functions in a cellular system have lead
to that the system architecture is divided into a radio-access network part and a
core-network part (Figure 18.1).

Core network

Radio access 
network

Figure 18.1 Radio access network and core network.
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18.1 Functional split between radio access network and
core network

In the process of specifying the WCDMA/HSPA and the LTE/SAE systems, the
first task in both cases was to distribute functions to the Radio Access Network
(RAN) and Core Network (CN), respectively. Although this may initially appear
to be a simple task, it can often turn out to be relatively complicated. The vast
majority of the functions can easily be located in either RAN or the core network,
there are some functions requiring careful attention.

18.1.1 Functional split between WCDMA/HSPA radio access
network and core network

For WCDMA/HSPA, the philosophy behind the functional split is to keep the core
network unaware of the radio access technology and its layout. This means that
the RAN should be in control of all functionality optimizing the radio interface
and that the cells should be hidden from the core network. As a consequence, the
core network can be used for any radio access technology that adopts the same
functional split.

To find the origin of the philosophy behind the WCDMA/HSPA functional split, it
is necessary to go back to the architecture of the GSM system, designed dur-
ing the 1980s. One of the problems with the GSM architecture was that the
core network nodes have full visibility of the cells in the system. Thus, when
adding a cell to the system, the core network nodes need to be updated. For
WCDMA/HSPA, the core network does not know the cells. Instead, the core net-
work knows about service areas and the RAN translates service areas into cells.
Thus, when adding a new cell in a service area, the core network does not need to be
updated.

The second major difference compared to GSM is the location of retransmission
protocols and data buffers in the core network for GSM. Since the retransmission
protocols were optimized for the GSM radio interface, those protocols were radio
interface specific and hence were not suitable for the WCDMA/HSPA radio inter-
face. This was considered as a weakness of the core network and hence all the
buffers and the retransmission protocols were moved to the RAN for WCDMA.
Thus, as long as the radio access network uses the same interface to the core
network, the Iu interface, the core network can be connected to radio access
networks based on different radio access technologies.

Still, there are functional splits in WCDMA/HSPA that cannot solely be explained
with the philosophy of making the core network radio-access-technology
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independent. The security functions are a particularly good example. Again, the
background can be traced back to GSM, which has the security functions located
at different positions for circuit-switched connections and packet-switched con-
nections. For circuit-switched connections, the security functions are located in
the GSM RAN, whereas for packet-switched connections, the security functions
are located in the GSM core network. For WCDMA/HSPA, this was considered
too complicated and a common security location was desired. The location was
decided to be in the RAN as the radio resource management signaling and control
needed to be secure.

Thus the RAN functions of WCDMA/HSPA are:

• coding, interleaving, modulation, and other typical physical layer functions;
• ARQ, header compression, and other typical link layer functions;
• radio resource management, handover and other typical radio resource control

functions; and
• security functions (that is ciphering and integrity protection).

Functions necessary for any mobile system, but not specific to a radio access
network and that do not boost performance, was placed in the core network. Such
functions are:

• charging;
• subscriber management;
• mobility management (that is keeping track of users roaming around in the

network and in other networks);
• bearer management and quality-of-service handling;
• policy control of user data flows; and
• interconnection to external networks.

The reader interested in more details about the functional split is referred to the
relevant 3GPP documents [89, 90].

18.1.2 Functional split between LTE RAN and core network

The functional split of the LTE RAN and core network is similar to the
WCDMA/HSPA functional split. However, a key design philosophy of the LTE
RAN was to minimize the number of nodes and find a solution where the RAN
consists of only one type of node. At the same time, the philosophy behind the
LTE core network is, to the extent possible, be as independent of the radio access
technology as possible. The resulting functional split is that most of the functions
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that for WCDMA/HSPA were classified as RAN functions remain RAN functions.
Thus LTE RAN functions are:

• coding, interleaving, modulation and other typical physical layer functions;
• ARQ, header compression, and other typical link layer functions;
• security functions (i.e. ciphering and integrity protection); and
• radio resource management, handover, and other typical radio resource control

functions.

Consequently CN functions are:

• charging;
• subscriber management;
• mobility management (that is keeping track of users roaming around in the

network and in other networks);
• bearer management and quality-of-service handling;
• policy control of user data flows; and
• interconnection to external networks.

The interested reader is referred to [79] and [91] for more information on the
functional split between the LTE RAN and the SAE core network.

18.2 HSPA/WCDMA and LTE radio access network

In addition to the functional split between RAN and CN, the RAN-internal architec-
ture also needs to be specified. While any RAN of any radio-access technology at
least need a node that connects the antenna of one cell, different radio-access tech-
nologies have found different solutions to how many types of nodes and interfaces
the RAN shall have.

The RAN architectures of HSPA/WCDMA and LTE are different. Fundamentally,
the reason is not only the difference in design philosophy of the RAN/CN split, but
also the difference of the radio access technologies and their adopted functions.
The following sections will describe the HSPA/WCDMA RAN and the LTE RAN,
highlighting their differences and similarities, and providing additional details
compared to the previous chapters.

18.2.1 WCDMA/HSPA radio access network

In essence, one important driver for the WCDMA/HSPA RAN architecture is the
macro-diversity functionality used by the DCH transport channels. As discussed
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Figure 18.2 Transport network topology influencing functional allocation.

in Chapter 8, macro-diversity requires an anchor point in the RAN1 that splits and
combines data flows to and from cells that the terminals are currently using. Those
cells are called the active set of the terminal.

While it is perfectly possible to have the anchor in the node that connects to the
antenna of one cell and have the other cells data flow go through that node, it is
not desirable from a transport-network point of view. Most radio-access networks
have transport-network limitations, mainly in the last mile, that is the last hop to
the antenna site. Furthermore, the antenna sites are normally leafs in a tree branch
and hence an anchor in a leaf often implies that the last mile have to be traversed
several times as illustrated in Figure 18.2. Due to this fact, the anchor point was
specified to be in a separate node from the node connecting the antenna.

As a consequence of locating the macro-diversity combining above the node con-
necting to the antenna, the link layer needs to terminate in the same node as the
macro-diversity or in a node higher up in the RAN hierarchy. Since the only reason
for terminating the link layer in another node than the macro-diversity combining
node would be to save transport resources, and having them separated would cause
significant complexity, it was decided to have them in the same node. With the
same reasoning also the control plane signaling of the RAN was located in the
node doing the macro-diversity. The node was named Radio Network Controller
(RNC), since it basically controls the RAN.

Although macro-diversity is not used for HSPA in the downlink, it is used in the
uplink. This fact and the principle that the architecture also shall support WCDMA

1 It is fundamentally possible to locate the macro-diversity function in the core network, but since that was against
the RAN/CN functional split design philosophy it was never considered.
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Figure 18.3 WCDMA/HSPA radio access network: nodes and interfaces.

Release 99 with minimum changes leads to the RNC being present also in the
WCDMA/HSPA architecture.

Figure 18.3 shows an overview of the WCDMA/HSPA radio access network. As
can be seen in the figure, the RAN consists of two fundamental logical nodes: the
RNC and the node connecting to the antenna of the cells, the NodeB.

The RNC is the node connecting the RAN to the core network via the Iu interface.
The principle of the Iu interface is that it should be possible to use it toward
different RANs, not only WCDMA/HSPA RAN.

Each RNC in the network can connect to every other RNC in the same network
using the Iur interface. Thus, the Iur interface is a network wide interface making
it possible to keep one RNC as an anchor point for a terminal and hide mobility
from the core network. Furthermore, the Iur interface is necessary to be able to
perform macro-diversity between cells belonging to different RNCs.

As can be seen from Figure 18.3, one RNC connects to one or more NodeBs using
the Iub interface. However, in contrast to the fact that one RNC can connect to
any other RNC in the network, one NodeB can only connect to one RNC. Thus
only one RNC is controlling the NodeB. This means that the RNC owns the radio
resources of the NodeB. In case of a macro-diversity connection across RNCs, the
two RNCs agree between themselves about the use of the radio resources.

The NodeB is a logical node handling the transmission and reception of a set of
cells. Logically, the antennas of the cells belong to the NodeB but they are not



Ch18-P372533.tex 11/5/2007 19: 26 Page 377

System Architecture Evolution 377

necessarily located at the same antenna site. For example, in an indoor environ-
ment many small cells can be handled by one NodeB in the basement with the
antennas in different corridors on different floors. It is the ability of serving cells
not transmitted from the same antenna site that makes a NodeB different compared
to a Base Transceiver Station (BTS), Base Station (BS), or Radio Base Station
(RBS)2 and therefore a new name was needed – the NodeB was born.

The NodeB owns its hardware but not the radio resources of its cells. Thus, the
NodeB can reject a connection due to hardware limitations, but not due to radio
resource shortage. With its hardware, the NodeB performs the physical layer
functions except for macro-diversity. For HSPA the NodeB also performs the
scheduling and hybrid ARQ protocols in the MAC-hs and MAC-e protocols as
explained in Chapters 9 and 10, respectively.

18.2.1.1 Serving and drift RNC
When specifying where the RAN functionalities should reside, the property of the
WCDMA radio interface made it necessary to have a centralized node handling
the macro-diversity combining and splitting, as well as being in control of the
radio resources in multiple cells. Albeit the NodeB controls a set of cells, the RNC
controls several NodeBs and thus a greater area. Furthermore, the Iur interface
makes it possible to have a coordinated approach in the whole coverage area of
the network.

It is only one RNC, the controlling RNC, which is the master of one NodeB. The
controlling RNC sets the frequencies the NodeB shall use in its cells; it allocates
power and schedules the common channels of the cells of the NodeB; and it
configures what codes that shall be used for HS-DSCH and the maximum power
used. Furthermore, the controlling RNC is the RNC deciding whether a user is
allowed to use the radio resources in a cell belonging to one of its NodeBs and in
that case which radio resource. These are tasks not directly related to any user in
particular, but to the configurations of the cells.

When a user makes access to the WCDMA/HSPA RAN, it accesses one cell
controlled by one NodeB. The NodeB in its turn are controlled by one RNC, the
controlling RNC of that NodeB and cell. This controlling RNC will be the RNC
terminating the RAN-related control and user planes for that specific terminal.
The RNC will become the serving RNC for the user. The serving RNC is the RNC
evaluating measurement reports from the terminal and, based on those reports,

2 An RBS may be a physical implementation of a NodeB.
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deciding which cell(s) should be part of the terminals active set.3 Furthermore,
the serving RNC sets the quality targets of the terminal and it is the RNC that
connects the user to the core network. It is also the serving RNC that configures
the terminal with radio-bearer configurations enabling the different services that
the user wishes to use.

During the connection, the terminal may move and at some point may need to
connect to another cell that belongs to another RNC. In such case, the serving
RNC of the terminal needs to contact the RNC owning the cell the terminal intends
to use, asking for permission to add the new cell to the active set. If the controlling
RNC owning the (target) cell accepts, the serving RNC instructs the terminal that
it shall add the cell to its active set. The controlling RNC owning the target cell will
then become a drift RNC. It should be noted that a drift RNC can be a serving RNC
for another terminal at the same time. Thus, serving and drift are two different
roles an RNC can take in a connection to a terminal. The serving and drift roles
are illustrated in Figure 18.4. When a terminal has a long-lived connection it is
possible that the serving RNC does not control any of the cells that the terminal is

RNC1 
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SRNC

RNC2 
DRNC 
SRNC

NodeB NodeB NodeB NodeB NodeB

Cell Cell Cell Cell Cell Cell Cell Cell Cell Cell Cell Cell

Core network

Iu Iu
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Figure 18.4 Roles of the RNC. RNC1 is controlling RNC of the NodeBs and cells that are connected
to it via Iub interfaces. RNC1 is Serving RNC for the leftmost terminal and the middle terminal.
RNC2 is controlling RNC for the NodeBs and cells that are connected to it via Iub interfaces. RNC2
is Serving RNC for the rightmost terminal and at the same time Drift RNC for the middle terminal.

3 The active set is a set of cells that the terminal is active in. When using dedicated channels all the cells are
sending and receiving the DL and the UL transmissions, respectively.
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currently using. In such case, it is possible to change serving RNC. This is done
by means of the SRNS relocation procedure.4

For the MBMS service, the RNC takes a special role. It is the RNC that decides
whether to use broadcast channels in a cell or to use unicast channels. When using
unicast channels, the operation is as for normal unicast traffic whereas when using
the broadcast channel the RNC has the option to ensure that the same data is
transmitted in the surrounding cells owned by the same RNC. By doing that, the
terminal can perform macro-diversity combining of the streams from the different
cells and the system throughput can be increased.

The basis whether to use unicast or broadcast for MBMS in a cell is typically
based on the number of mobile terminals supposed to receive the same content at
the same time in the same cell. If there are few users in the cell a unicast approach
is more efficient whereas if there are many users in the cell (or in the surroundings
of the cell), it is more efficient to use the broadcast channel. The techniques used
for the MBMS broadcast channel were discussed in Chapter 11.

18.2.1.2 Architecture of HSPA evolution
3GPP is considering possible RAN architecture migration steps toward a flatter
architecture. Several proposals exist. One simple proposal is to move the complete
RNC to the NodeB. This is in principle already possible with the Release 99
architecture, but with a few issues:

• The number of RNCs is limited to 4096 on the Iu interface. This will be
extended and is thus not regarded as any big problem.

• A more significant issue is the location of the security functions at the NodeB
site. The NodeB site is normally considered as an unsecured and remote site.
Having the security functions in the NodeB means that important and confiden-
tial cryptographic keys need to be transported to the NodeB. This is done over
the last mile and it can easily be eavesdropped. Thus also the last mile needs to
be secured by some security mechanism, for example IPsec. However, this is
not sufficient to make the connection secure as also the equipment itself needs
to be tamper resistant. This can make the solution complex and expensive.
Thus if the operator know that the NodeB is at a secure site, then the operator
can deploy a network with NodeBs and RNCs colocated (or with products that
have them implemented in the same physical equipment). For sites not secure
enough, the operator may use the conventional solution with an RNC at a secure
site higher up in the network and a NodeB at the vulnerable site.

4 The SRNS relocation procedure is not further elaborated upon in this book. Interested readers are referred to
3GPP TS 25.413 [104] and TR 25.832 [83].
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• A third issue with the RNC functionality at the NodeB site is the macro-diversity
functionality needed for the HSPA uplink to reach good capacity and quality. As
discussed in Section 18.2.1, the macro-diversity location is often better located
‘higher’ up in the network.

In any case, the most important requirement on the RAN architecture for HSPA
Evolution is to be able to serve legacy traffic and cooperate with legacy nodes
(RNCs and NodeBs). Thus, the Release 99 architecture is a valid architecture also
for HSPA Evolution. Furthermore, as discussed above, the possibility of a flatter
deployment exist also in this architecture.

18.2.2 LTE radio access network

At the time of adopting the single-node architecture for LTE, the function of
macro-diversity was heavily discussed in 3GPP. Although it is technically possi-
ble to place the macro-diversity functionality in the corresponding LTE node to a
WCDMA/HSPA NodeB, the eNodeB, and have one of those nodes as an anchor,
the fundamental need for macro-diversity for LTE was questioned. Quite quickly it
was decided that downlink macro-diversity is not needed for unicast traffic but the
uplink was heavily debated. In the end it was decided that uplink macro-diversity
does not give the gains for LTE that motivates the complexity increase. Thus,
macro-diversity between eNodeBs is not supported in LTE.

For broadcast and multicast traffic it was decided very early that the eNodeBs need
to be capable of transmitting the same data in a synchronized manner in order to
support MBSFN operation. The needed synchronization is within micro-seconds
as discussed in Chapter 16.

At first, it may seem obvious to move all the RAN functionality to the eNodeB
when not supporting macro-diversity. However, terminal mobility needs to be con-
sidered as well. There are basically two issues with mobility that need attention:
guarantee of no loss of data when changing cell and minimizing the core network
impact when changing cell. For LTE, the latter was not considered as a major
problem; proper design of the core network will solve the issue. The former was,
however, a more difficult problem to solve. It was in fact agreed that having a
centralized anchor with a retransmission layer outside the eNodeB would make it
easier for mobility. However, 3GPP decided that the added complexity with not
having the anchor was better than requiring a node with RAN functionality outside
the eNodeB.5

5 There was a proposal where the retransmission functionality was located in the core network and not in
the RAN to minimize the number of nodes. This was rejected due to the principle of keeping radio functions
in the RAN.
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Figure 18.5 LTE radio access network: nodes and interfaces.

Figure 18.5 shows an overview of the LTE radio access network with its nodes and
interfaces. Contrary to the WCDMA/HSPA RAN, the LTE RAN only has one node
type: the eNodeB. Thus, there is no equivalent node to an RNC for LTE. The main
reason for this is that there is no support for uplink or downlink macro-diversity
for dedicated user traffic and the design philosophy of minimizing the number of
nodes.

The eNodeB is in charge of a set of cells. Similar to the NodeB in the WCDMA/
HSPA architecture, the cells of an eNodeB do not need to be using the same
antenna site. Since the eNodeB has inherited most of the RNC functionality, the
eNodeB is a more complicated node than the NodeB. The eNodeB is in charge of
single cell RRM decisions, handover decisions, scheduling of users in both uplink
and downlink in its cells, etc.

The eNodeB is connected to the core network using the S1 interface. The S1
interface is a similar interface as the Iu interface. There is also an interface similar
to the Iur interface of WCDMA/HSPA, the X2 interface. The X2 interface connects
any eNodeB in the network with any other eNodeB. However, since the mobility
mechanism for LTE is somewhat different compared to WCDMA/HSPA as there
is no anchor point in the LTE RAN, the X2 interface will only be used between
eNodeBs that has neighboring cells.

The X2 interface is mainly used to support active-mode mobility. This interface
may also be used for multi-cell Radio Resource Management (RRM) functions.
The X2 control-plane interface is similar to its counter part of WCDMA/HSPA, the
Iur interface, but it lacks the RNC drift-functionality support. Instead, it provides
the eNodeB relocation functionality support. The X2 user plane interface is used
to support loss-less mobility (packet forwarding).
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18.2.2.1 eNodeB roles and functionality
The eNodeB has the same functionality as the NodeB and in addition, it has most of
the WCDMA/HSPA RNC functionality. Thus, the eNodeB is in charge of the radio
resources in its cells, it decides about handover, makes the scheduling decisions
for both uplink and downlink. Obviously, it also performs the classical physi-
cal layer functions of coding, decoding, modulation, demodulation, interleaving,
de-interleaving, etc. Furthermore, the eNodeB hosts the two layer retransmission
mechanisms; the hybrid ARQ and an outer ARQ as described in Chapter 15.

Since the handover mechanism of LTE is different from WCDMA/HSPA, there
is no other role of the eNodeB than serving eNodeB. The serving eNodeB is the
eNodeB that serves the terminal. The concepts of controlling and drift do not exist.
Instead the handover is done by means of eNodeB relocations.

For MBMS type of traffic the LTE RAN decides whether to use unicast or broadcast
channels as is the case for WCDMA/HSPA. In case of broadcast channels, the
coverage and capacity of those increases significantly if MBSFN operation can be
used as described in Chapter 4. In order for the eNodeBs to be able to send the data
streams simultaneously, an MBMS Coordination Entity (MCE) synchronizes the
eNodeB transmissions and data streams. The synchronization is done via a global
clock, for example GPS.

18.3 Core network architecture

As discussed previously in this chapter, the mobile system needs a core network
to perform the core network functionality. At the same time as the RAN-internal
architecture was discussed in 3GPP, the core network architecture was also
discussed. Contrary to starting from scratch with both the WCDMA/HSPA RAN
and the LTE RAN, the core network used for WCDMA/HSPA and LTE is based
on an evolution from the GSM/GPRS core network. The core network used for
WCDMA/HSPA is very close to the original core network of GSM/GPRS except
for the difference in the functional split with the GSM RAN. The core network used
to connect to the LTE RAN is however a more radical evolution of the GSM/GPRS
core network. It has therefore got its own name: the Evolved Packet Core (EPC).

18.3.1 GSM core network used for WCDMA/HSPA

For WCDMA/HSPA, the core network is based on the GSM core network with
the same nodes as for GSM. As discussed in Section 18.1.1, the functional split of
GSM and WCDMA/HSPA is different. This led to the use of a different interface
between the core network and the WCDMA/HSPA RAN compared to between
the core network and the GSM RAN. For WCDMA/HSPA the Iu interface is used,
whereas for GSM the A and Gb interfaces are used.
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Figure 18.6 Overview of GSM and WCDMA/HSPA core network – somewhat simplified figure.

Figure 18.6 shows an overview of the core network architecture6 used for
WCDMA/HSPA. The figure shows a logical view and as always when it comes
to architecture, that does not necessarily translates into physical entities. The core
network consists of two distinct domains:

1. the Circuit-Switched (CS) domain with the Mobile Switching Centre (MSC);
2. the Packet-Switched (PS) domain with the Serving GPRS Support Node (SGSN)

and Gateway GPRS Support Node (GGSN).

Common for the two domains is the Home Location Register (HLR), a data base in
the home operator’s network keeping track of the subscribers of that operator. As
can be seen in the figure, the Iu interface is connecting the WCDMA/HSPA RAN
to the MSC via the Iu_cs interface and to the SGSN via the Iu_ps interface. Not
visible in the figure is that the A interface connects the MSC and the Gb connects
the SGSN to the GSM RAN.

The Iu-cs is used to connect the RNC of WCDMA/HSPA to the circuit switch
domain of the core network, i.e. to the MSC. The MSC is used for connecting
phone calls to Public Switched Telecommunications Networks (PSTN). The MSC
and the circuit-switched domain use the functions from the Integrated Service
Digital Network (ISDN) as switching mechanism. Thus, the signaling to the MSC
is based on ISDN.

6 The figure shows a simplified view of the core network. The interested reader is referred to [89] and [90] for
more detailed information.



Ch18-P372533.tex 11/5/2007 19: 26 Page 384

384 3G Evolution: HSPA and LTE for Mobile Broadband

The Iu-PS interface is used to connect the RNC to the packet-switch domain of
the core network, that is the SGSN. The SGSN is in turn connected to a GGSN
via a Gn or Gp interface. The GGSN is then having a Gi interface out to external
packet networks (for example the Internet), to the operator’s service domain or the
IP Multimedia Subsystem (IMS). The packet-switch domain is using IP routing.

Common for both CS and PS domain is the HLR, which is a database in the home
operator’s network keeping track of the subscribers of that operator. The HLR
contains information about subscribed services, current location of the subscriber’s
Subscriber Identity Module (SIM)/UMTS SIM (USIM) card (that is in which
location and routing area the terminal that the SIM/USIM is attached to currently
is registered to be in), etc. The HLR is connected to the MSC via the C and D
interfaces, and to the SGSN via the Gr interface.

18.3.1.1 Iu flex
The Iu interface supports a function called Iu flex. This function allows one RNC
to connect to more than one SGSN or MSC and vice versa. This function is useful
to reduce the effects if one of the core network nodes is unavailable, that is an
SGSN or MSC is not working properly. The Iu flex mechanism is used to distribute
the terminal connections over several SGSNs and MSCs. If one SGSN or MSC is
unavailable, the other SGSNs and MSCs keep their allocated traffic and can take
all the incoming calls or packet session setup requests (many incoming calls are
expected when a core network node becomes unavailable, since most terminals
will try to reconnect when they are disconnected without warning).

18.3.1.2 MBMS and other broadcast
For MBMS, the packet-switched domain of the core network is used. Consequently
the Iu_ps interface is used to connect to the WCDMA/HSPA RAN. For MBMS,
it is the core network that decides whether to use broadcast bearer or a multicast
bearer. In case of broadcast bearers, the core network does not know the identity of
mobile terminals receiving the information, whereas for the multicast bearers this
is known to the core network. Thus the terminals do not need to inform the core
network of their intentions when receiving a service that uses broadcast bearer,
whereas when receiving a service that is using a multicast bearer the terminals
need to inform the core network of its intention to use the service.

For both multicast and broadcast MBMS bearers, the RAN can decide whether
to use unicast transport channels or a broadcast transport channel in a cell. This
is done by means of the counting procedure, briefly mentioned in Chapter 11.
Essentially, the RAN asks the users in a cell to inform it if the user is interested
in a specific service. Then if sufficient amount of users is interested the broadcast
transport channel is selected otherwise unicast transport channels are used.
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18.3.1.3 Roaming
It is the roaming functionalities of the core network that makes it possible for a
user to use another operator’s network. Roaming is supported both for the circuit-
switched domain and the packet-switched domain. For both domains, different
possibilities exist, but in practice traffic is routed via the home operators GGSN
for the PS domain. For the CS domain, the common case for terminal-originated
calls (outgoing calls) is to do the switching in the visited network. For terminal-
terminated calls (incoming calls), the call is always routed through the home
network. This is illustrated in Figure 18.7. In the figure, two terminals belonging
to two different operators (A and B) are shown. The terminals are roaming in the
network of the other operator (bright and dark networks in Figure 18.7) and both
terminals have packet-switched connections. Furthermore, the A terminal is call-
ing the B terminal via the circuit-switched domain. As can be seen in Figure 18.7
the packet-switched connections are routed from the SGSN in the visited network
to the GGSN in the home network using the Gp interface (the Gn interface are
used between SGSN and GGSN in the same network whereas the Gp interface is
used between SGSN and GGSN in different networks). For the circuit-switched
call, the A terminal, which is originating the call, connects to the (bright) MSC
of the visited network. The MSC realize that the called terminal belongs to its
network and therefore contacts the bright HLR. The bright HLR responds with
information that the B terminal is served by the dark MSC in the dark network.
The bright MSC then contacts the dark MSC which sets up a connection to the
B terminal.

18.3.1.4 Charging and policy control
Charging, a for the operator important function, is located in the core network.
For the circuit-switched domain it is in the MSC, whereas for the packet-switched
domain it is handled either in the SGSN or in the GGSN. Traditionally, it has been
possible to do charging by minutes used and charging by volume. The former
commonly used for the circuit-switched domain whereas the latter is more com-
monly used in the packet-switched domain. However, other charging principles
are also possible, for example flat rate with or without opening tariffs. Different
tariffs are used depending on the subscriber’s subscription and whether the user is
roaming or not. With GGSN handling the charging for packet-switched services,
more advanced charging schemes, for example content- or event-based charging
is supported. This allows the operator to charge the end users depending on the
service used.

Policy control is a function in the core network used to control the usage of packet-
switched services, that is to ensure that the user does not use more bandwidth than
allowed or that the user only is accessing ‘approved’ services or web sites. The
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Figure 18.7 Roaming in GSM/ and WCDMA/HSPA.

policy control is effectuated in the GGSN and it exists only in the packet-switched
domain.

18.3.2 The ‘SAE’ core network: the Evolved Packet Core

When the LTE RAN standardization was started, the corresponding work was
started for the core network. This work was called the System Architecture
Evolution (SAE). The core network defined in the SAE work is a radical evolution
from the GSM/GPRS core network and therefore it has got a new name, Evolved
Packet Core (EPC). The SAE scope only covers the packet-switched domain, not
the circuit-switched domain. Looking back at the discussions in standardization,
the philosophy of minimizing the number of nodes also reigns in the core network
standardization. As a consequence, the Evolved Packet Core network started off
as single-node architecture with all the functions in one node, except the Home
Subscriber Server (HSS) which were kept outside the node. HSS is a node/database
corresponding to the HLR in GSM/WCDMA core network. Figure 18.8 illustrates
how the Evolved Packet Core fits into the total architecture. In Figure 18.8 and
in the remainder of this book, the Evolved Packet Core is shown and discussed
as one logical entity (EPC). This simplifies the illustrations and understanding
of the connection to the LTE RAN and the WCDMA/HSPA network. The EPC
connects to the LTE RAN via the S1 interface and to internet via the SGi interface.
Furthermore, the EPC connects to the HSS using the S6 interface.



Ch18-P372533.tex 11/5/2007 19: 26 Page 387

System Architecture Evolution 387

EPC

HSS

Internet

RAN

S1

S6

SGi

Figure 18.8 Overview of SAE core network – simplified figure.

S1 is the interface between eNodeBs and EPC. The S1 interface is very similar to
the Iu_ps interface. The S1 and Iu_ps user planes are transport tunnels based on
IP, agnostic to the content of the packet sent. The IP packets of the end user are
put into the S1 IP tunnel by the EPC or the eNodeB and retrieved in the other end
(eNodeB or EPC).

For the control plane, the difference between S1 and Iu is not large. In fact, it is
only in the details of the bearer establishment that it is visible. The difference is
in how to indicate the assigned quality of service of a specific flow of a user. For
WCDMA/HSPA it is done by means of Radio Access Bearer (RAB) parameters
whereas for LTE it is done by means of pointing to a specific priority class.

Perhaps the biggest difference between WCDMA/HSPA and LTE is the han-
dling of mobility. In LTE, the EPC acts as an anchor in the SAE core network
for mobility, that is the EPC node handling the user plane of the terminal is
not changed during a connection. The EPC here takes the role of a GGSN for
GSM/GPRS and WCDMA/HSPA. Due to the flat architecture, the EPC node
handling the user plane of the terminal needs to be able to connect to essen-
tially every eNodeB in the network. Since the EPC is the anchor and the LTE
RAN only consists of the eNodeB, the EPC need to be updated on to which
eNodeB it shall rout the packets of the user. This is a large difference compared to
WCDMA/HSPA RAN where the RNC hides this kind of mobility from the core
network.

The S6 interface shown in Figure 18.8 is the interface connecting the EPC to the
HSS. It is an evolution of the Gr interface used by the WCDMA/LTE core network
to connect to the HLR. Thus, a combined HLR/HSS for Evolved Packet Core can
be the same as for the legacy GSM and WCDMA core network.
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Figure 18.9 WCDMA/HSPA connected to LTE/SAE.

18.3.2.1 S1 flex and EPCs in pools
Similar to Iu flex, S1 flex enables a more robust core network. If one of the
EPC nodes becomes unavailable another EPC node can take over the lost traf-
fic. Furthermore, the scaling of the network is easier due to that EPC nodes
can be added when needed due to traffic demands and not due to increase in
coverage.

18.3.2.2 Roaming, policy control, and charging in SAE
Roaming is of course supported by the Evolved Packet Core. It is done between
two EPC nodes: one in the visited network and one in the home network.
Depending on operator policy the IP address can be allocated by the home or
visited EPC.

18.3.3 WCDMA/HSPA connected to Evolved Packet Core

When LTE/SAE technology is being introduced in the network, handover to
WCDMA/HSPA is needed. The way it is solved is to allow WCDMA/HSPA
to connect to the Evolved Packet Core network. In fact, it is the SGSN of the
GSM core network used for WCDMA/HSPA that is connected to the EPC. The
EPC acts as a GGSN when the traffic is routed through the WCDMA/HSPA RAN
using the S4 interface (which is based on the Gn/Gp interface used between GGSN
and SGSN) and as a normal EPC when the traffic is routed through the LTE RAN.
This is possible since the user plane termination in the EPC is kept and thus the IP
address of the terminal. The control plane parts of the EPC are not used when the
terminal is connected to the WCDMA/HSPA RAN. Instead the core network pro-
tocols of the SGSN are used. With this approach, minimal changes are needed to
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the packet core network used for WCDMA/HSPA while still being able to provide
a fast and seamless handover to and from LTE (Figure 18.9).

When a handover from WCDMA/HSPA to LTE is needed, the connection is taken
over by the EPC from the SGSN. This is done through the S3 interface which is
based on the Gn interface used between SGSNs for SGSN relocations. Thus, the
handover is close to the SGSN relocations with a user plane switch in the EPC
instead of in the GGSN.
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19
Performance of 3G evolution

19.1 Performance assessment

Computer simulations of mobile systems is a very powerful tool to assess the
system performance. The ‘real life’ performance can, of course, be measured and
evaluated in the field for an already deployed system and such values represent
a valid example of performance for a certain system configuration. But there are
several advantages with computer simulations:

• Evaluation can be made of system concepts that are not deployed or still under
development such as LTE.

• There is full control of the environment, including propagation parameters,
traffic, system lay-out, etc., and full traceability of all parameters affecting the
result.

• Well-controlled ‘experiments’ comparing similar system concepts or parts of
concepts can be done under repeatable conditions.

In spite of the advantages, simulation results do obviously not give a full picture
of the performance of a system. It is impossible to model all aspects of the mobile
environment and to properly model the behavior of all components in a system.
Still, a very good picture of system performance can be obtained and it can often
be used to find the potential limits for performance. Because of the difficulty in
modeling all relevant aspects, relative capacity measures for introducing features
will be more accurate than absolute capacity numbers, if a good model is introduced
of the feature in question.

The capacity of a system is difficult to assess without comparisons, since any
system performance number in itself does not provide very much information. It
is when set in relation to how other systems can perform that the number becomes
interesting. But since making comparisons is an important component in assess-
ing performance, it also makes performance numbers a highly contentious issue.

393
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One always has to watch out for ‘apples and oranges’ comparisons, since the sys-
tem performance depends on so many parameters. If parameters are not properly
selected to give comparable conditions for two systems, the performance numbers
will not at all be comparable either.

In this context, it is also essential to take into account that system performance and
capacity will be feature dependent. Many features such as MIMO and advanced
antenna techniques that are introduced in evolved 3G systems are very similar
between systems. If a certain feature is a viable option for several systems that
are evaluated in parallel, the feature should be included in the evaluation for all
systems.

Any simulated performance number should be viewed in the context that real radio
network performance will depend on many parameters that are difficult to control,
including:

• The mobile environment, including channel conditions, angular spreads, clutter
type, mobile speeds, indoor/outdoor usage, and coverage holes.

• User-related behavior, such as voice activity, traffic distribution, and service
distribution.

• System tuning of service quality and network quality.
• Deployment aspects such as site types, antenna heights and types, and frequency

reuse plan.
• A number of additional parameters that are usually not modeled, such as

signaling capacity and performance, and measurement quality.

There is no single universal measure of performance for a telecommunications
system. Indeed, end users (subscribers) and system operators define good perfor-
mance quite differently. On the one hand, end-users want to experience the highest
possible level of quality. On the other hand, operators want to derive maximum
revenue, for example, by squeezing as many users as possible into the system.
Performance-enhancing features can improve perceived quality-of-service (end-
user viewpoint) or system performance (operator viewpoint). The good news,
however, is that the 3G evolution through HSPA and LTE have the potential to do
both. Compared to earlier releases of WCDMA, these evolution steps yield better
data rates and shorter delay. That is, they can greatly improve both the service
experience (end-user viewpoint) and the system capacity (operator viewpoint).

19.1.1 End-user perspective of performance

Users of circuit-switched services are assured of a fixed data rate. The quality
of service in the context of speech or video telephony services is defined by
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• System throughput : Total number of bits per second transmitted over the radio
   interface (per sector).

Figure 19.1 Definitions of data rates for performance.

perceived speech or video quality. Superior-quality services have fewer bit errors
in the received signal.

By contrast, users who download a web page or movie clip via packet data describe
quality of service in terms of the delay they experience from the time they start the
download until the web page or movie clip is displayed. Best-effort services do
not guarantee a fixed data rate. Instead, users are allocated whatever data rate is
available under present conditions. This is a general property of packet-switched
networks, that is, network resources are not reserved for each user. Given that
delay increases with the size of the object to be downloaded, absolute delay is not
a fair measure of quality of service.

A lone user in a radio network experiencing good radio conditions may enjoy
the peak data rate of the radio interface, see Figure 19.1. A user will, however,
normally share radio resources with other users. If radio conditions are less than
optimum or there is interference from other users, the radio interface data rate will
be less than the peak data rate. In addition, some data packets might be lost, in
which case the missing data must be retransmitted, further reducing the effective



Ch19-P372533.tex 11/5/2007 19: 26 Page 396

396 3G Evolution: HSPA and LTE for Mobile Broadband

data rate as seen from higher protocol layers. Furthermore, the effective data rate
diminishes even further as the distance from the cell increases (due to poorer radio
conditions at cell edges). The data rate experienced above the MAC layer, after
sharing the channel with other users is denoted user throughput.

The Transmission Control Protocol (TCP) – the protocol at the transport layer – is
commonly used together with IP traffic. However due to its slow-start algorithm,
which is sensitive to latency in the network, it is especially prone to cause delay for
small files. The slow-start algorithm is meant to ensure that the packet transmission
rate from the source does not exceed the capability of network nodes and interfaces.

Network latency, which in principle is a measure of the time it takes for a packet
to travel from a client to server and back again, has a direct impact on perfor-
mance with TCP. Therefore, an important design objective in both HSPA and LTE
has been to reduce network latency. One other quality-related criterion (end-user
viewpoint) relates to the setup time for initiating, for example, a web-browsing
session.

19.1.2 Operator perspective

Radio resources need to be shared when multiple users are in the network. As a
result, all data must be queued before it can be transmitted, which restricts the
effective data rate to each user. Notwithstanding, by scheduling radio resources,
operators can improve system throughput or the total number of bits per second
transmitted over the radio interface. A common measure of system performance
is ‘spectrum efficiency’ which is the system throughput per MHz of spectrum in
each sector of the system.

HSPA and LTE both employ intelligent scheduling methods to optimize perfor-
mance (end-user and operator viewpoint). One example evaluation of HSDPA and
Enhanced Uplink can be found in [22].

An important performance measure for operators is the number of active users
who can be connected simultaneously. Given that system resources are limited,
there will thus be a trade-off between number of active users and perceived quality
of service in terms of user throughput.

19.2 Performance evaluation of 3G evolution

As explained above, it is difficult to assess how well a system performs without
comparisons. An evaluation that is of interest is one including both advanced



Ch19-P372533.tex 11/5/2007 19: 26 Page 397

Performance of 3G evolution 397

WCDMA (HSPA) as described in Part III of this book and the Long-Term
Evolution (LTE) as described in Part IV. In addition, the existing WCDMA (HSPA)
standard Release 6 is a suitable reference for comparison. An evaluation comparing
these three systems is presented in [122] and is also outlined below.

The evaluation is based on static simulations. Performance numbers are included
for a baseline Release 6 system, an evolved HSPA system and for LTE. The evolved
HSPA system has advanced receivers, a downlink with 2 × 2 MIMO and an uplink
with 16QAM. The combined results makes possible also relative assessments of
the gains associated with OFDM and MIMO, since the other features included
for the OFDM-based LTE-system and the advanced HSPA system are very
similar.

With the level of details applied to model the protocols for LTE and HSPA
Evolution and the simulation assumptions used for the evaluation described below,
the technology potential of LTE and HSPA Evolution is demonstrated. As a
part of the 3GPP work on the LTE physical layer, the system performance of
LTE was evaluated with a similar set of assumptions, but using dynamic sim-
ulations. The results and conclusion of the 3GPP evaluation is presented in
Section 19.3.

19.2.1 Models and assumptions

This section presents the models and assumptions used for the evaluation in [122].
A summary of models and assumptions grouped into traffic, radio network, and
system models is provided in Table 19.1. Three different systems are studied:

1. A reference Release 6 WCDMA system, as described in the 3GPP requirements
[86] using single-stream transmission and a baseline Rake-based receiver.

2. An evolved HSPA system with more advanced receivers, 2 × 2 MIMO for
downlink, and 16QAM for uplink.

3. An LTE system configured according to the 3GPP requirements [86], with 2 × 2
MIMO for the downlink.

It should also be noted that many control-plane and user-plane protocol aspects
above the physical layer are omitted in the simulations, making absolute val-
ues optimistic. For LTE, frequency-domain adaptation and other higher-layer
improvements are not included.

The simulation methodology is ‘static,’ where mobiles are randomly positioned
over a model of a radio network and the radio channel between each base station
and UE antenna pair is calculated according to the propagation and fading models.
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Table 19.1 Models and assumptions for the evaluations (from [122]).

Traffic Models

User distribution Uniform, in average 10 users per sector
Terminal speed 0 km/h
Data generation On–off with activity factor 5%, 10%, 20%, 40%,

60%, 80%, 100%

Radio network models

Distance attenuation L = 35.3 + 37.6 × log(d), d = distance in meters
Shadow fading Log-normal, 8 dB standard deviation
Multipath fading 3GPP Typical Urban and Pedestrian A
Cell layout Hexagonal grid, 3-sector sites, 57 sectors in total
Cell radius 167 m (500 m inter-site distance)

System models

Spectrum allocation 5 MHz for DL and 5 MHz for UL (FDD)
Base station and UE 20 W and 125 mW into antenna

output power
Max antenna gain 15 dBi
Modulation and QPSK and 16QAM, Turbo coding according to

coding schemes WCDMA Release 6. Only QPSK for basic WCDMA uplink
Scheduling Round robin in time domain

Basic WCDMA characteristics

Transmission scheme Single stream in DL and UL
Receiver Two-branch antenna diversity with rake receiver,

maximum ratio combining of all channel taps.
9 dB noise figure in UE, 5 dB in NodeB

Advanced WCDMA characteristics

Transmission scheme DL: 2 stream PARC
UL: Single stream

Receiver DL: GRAKE [29]with Successive Interference Cancellation
UL: GRAKE with 2-branch receive diversity, soft

handover with selection combining between sites

LTE characteristics

Transmission scheme DL: 2 stream PARC
UL: Single stream

Receiver DL: MMSE with Successive Interference Cancellation
UL: MMSE with 2-branch receive diversity, soft

handover with selection combining between sites

Statistics are collected and then new mobiles are randomly positioned for a new
iteration step. Different system load levels are simulated setting a random activity
factor for each base station from 5% to 100%. Channel-independent time-domain
scheduling is used, corresponding to round-robin scheduling.
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Figure 19.2 Mean and cell-edge downlink user throughput vs. served traffic, Typical Urban
propagation.

Based on the channel realizations and the active interferers, a signal-to-interference
and noise ratio (SINR) is calculated for each UE (or base station) receive antenna.
The SINR values are then mapped to active radio link data rates Ru, for each
active user u, when it is scheduled. In the case of MIMO, Ru is modeled as the
sum of the rates achieved per MIMO stream. The data rate experienced above the
MAC layer, after sharing the channel with other users, is denoted user through-
put Su, and is calculated based on the activity factor. Active base stations and
users differ between iterations, and statistics are collected over a large number of
iterations.

The served traffic per sector T is calculated as the sum of the active radio-link data
rates for the active users in the sector, assuming that the users are scheduled an
equal amount of time. Statistics for end-user quality are taken from the distribution
of user throughput as the mean (average quality) and the 5th percentile (cell-edge
quality). With increasing activity factor, the served traffic per sector will increase,
while the individual data rates (user quality) will decrease because of the decreasing
SINR and the less frequent access to the shared channel for each user.

19.2.2 Performance numbers for LTE with 5 MHz FDD carriers

Figure 19.2 shows the mean and 5th percentile (cell-edge) downlink user through-
put (Su) vs. served traffic (T ) for Typical Urban propagation conditions. The
simulation results show that compared to the basic WCDMA system,1 LTE has a

1 Note that the ‘basic WCDMA system’ used as a reference in the comparison is not identical to the Release 6
WCDMA reference used in the evaluation of LTE in 3GPP described.
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significantly improved user throughput for both average and cell-edge users. The
evolved HSPA system, however, gives almost the same performance as the LTE
system.

The relative improvements in mean and cell-edge user throughput can be estimated
by comparing the throughputs achieved by the different systems at the same traffic
load. A user throughput gain exceeding a factor of 3× is achieved over the range of
loads in Figure 19.2. As an example, at a served traffic of 2 Mbps per sector, basic
WCDMA achieves a mean user throughput of about 2.5 Mbps, as compared to
about 18 Mbps for LTE. Note that the advanced WCDMA system reaches 15 Mbps
at this load.

The faster links of both the LTE and advanced HSPA systems will impact the
throughput in two ways:

(i) For a given SINR a higher throughput is achieved.
(ii) For the same served traffic, this results in lower link utilization, and thereby

less interference and a higher SINR.

Also the cell-edge throughput gain exceeds a factor 2× for the range of traffic
loads in Figure 19.2. Spectrum efficiency gains can be estimated by comparing
the served traffic for a given requirement on cell-edge throughput. For example,
for a cell-edge throughput requirement of 1 Mbps, basic WCDMA can serve some
2.5 Mbps per sector. The corresponding number for LTE is 8 Mbps, that is a gain
with more than a factor 3×. However for lower cell-edge throughput requirements
the 3GPP LTE requirement is not met. In a fully loaded network, the served traffic
is about 4 and 9 Mbps for basic WCDMA and LTE, respectively, that is a gain of a
factor 2.25×.

Similar results are shown for the less time dispersive Pedestrian A channel in
Figure 19.3. In lower time dispersion, WCDMA performs better, especially the
basic WCDMA system without advanced receivers. High performance gains for
LTE relative to basic WCDMA are still achieved, with 3× in mean user through-
put and 2× in cell-edge user throughput. Spectrum efficiency gains of more
than 3× are also reached for cell-edge user throughput requirements exceeding
2 Mbps.

The corresponding uplink results for Typical Urban propagation are presented in
Figure 19.4 and for Pedestrian A propagation in Figure 19.5. The results show a
gain of more than 2× in mean user throughput and cell-edge throughput compared
to the WCDMA reference. For the cell-edge throughput the gain is smaller than
for the mean user throughput.
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Figure 19.3 Mean and cell-edge downlink user throughput vs. served traffic, Pedestrian A
propagation.
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Figure 19.4 Mean and cell-edge uplink user throughput vs. served traffic, Typical Urban
propagation.
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Figure 19.5 Mean and cell-edge uplink user throughput vs. served traffic, Pedestrian A
propagation.
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19.3 Evaluation of LTE in 3GPP

19.3.1 LTE performance requirements

The system performance targets for LTE were defined by 3GPP in 2005 and
documented in 3GPP TR25.913 [86] together with the goals for capabilities,
complexity, deployment, and architecture as discussed in Chapter 13. The target
measures for system performance are:

• Average user throughput: Measured per MHz as the average over all users.
• ‘Cell-edge’ user throughput: Measured per MHz at the 5th percentile of the

user distribution (95% of the users have better performance).
• Spectrum efficiency: The system throughput per sector in bps/MHz/site.
• Coverage: Performance in larger cells.

While the detailed technology solutions for LTE should not be a basis for the
performance requirements, the number of Tx and Rx antennas configured for the
BS and UE must be agreed as prerequisites for the performance targets. The reason
is that an increase in number of antennas can also be seen as a limitation for the
selected solution because of the complexity increase. It is in theory possible to get
unrealistic large gains assuming an unrealistic number of antennas. The following
downlink and uplink configurations are therefore chosen for the LTE targets in [86]:

• An LTE downlink with a maximum of 2 Tx antennas at the NodeB and 2 Rx
antennas at the UE.

• An LTE uplink with a maximum of a single Tx antenna at the UE and 2 Rx
antennas at the NodeB.

The performance is evaluated in uplink and downlink separately and the targets
are set relative to the reference performance of a baseline Release 6 system. This
baseline system consists of:

• A reference Release 6 downlink based on HSDPA with a single Tx antenna at
the NodeB with enhanced performance Type 1 receiver at the UE (requirements
based on dual antenna diversity).

• A reference Release 6 uplink based on Enhanced Uplink with a single Tx
antenna at the UE and 2 Rx antennas at the NodeB.

The agreed LTE performance targets are shown in Table 19.2. Since it is expected
that both average user throughput and spectrum efficiency will benefit from the
increase from 1 to 2 Tx antennas in the downlink, it is the target increase of
cell-edge user throughput that would be the challenge in the downlink.
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Table 19.2 LTE performance targets in TR25.913 [86].

Performance measure Downlink target relative to Uplink target relative to
baseline Rel-6 HSDPA baseline Rel-6 Enhanced UL

Average user throughput (per MHz) 3–4× 2–3×
Cell-edge user throughput (per MHz, 2–3× 2–3×
5th percentile)
Spectrum efficiency (bps/Hz/site) 3–4× 2–3×
Coverage Meet above targets up to Meet above targets up to

5 km cell range 5 km cell range

19.3.2 LTE performance evaluation

During the 3GPP feasibility study for LTE, several downlink and uplink physical
layer concepts were studied and evaluated. The evaluation results and the chosen
physical layer concept are reported in TR25.814 [81]. The chosen concept was
also evaluated in terms of user throughput, spectrum efficiency, coverage, and the
other performance targets defined in [86].

The assumptions and methodology established for the 3GPP evaluation are
reported in [81], together with summaries of the results. More detailed description
of simulations that the 3GPP evaluation of LTE is based on can be found in [57]
for the downlink and [58] for the uplink. This LTE evaluation for 3GPP consists
of dynamic simulations where users are randomly positioned over a model radio
network and then move according to a mobility model. Propagation and fading is
modeled and statistics collected for each simulation step of one TTI.

All performance numbers in the 3GPP evaluation are for LTE with 5 MHz carriers,
set in relation to the baseline Release 6 3G system as defined above. Results in
[57, 58] are presented for a variation of cell sizes, different scheduling (round
robin and proportional fair), multiple channel models, and different bandwidths.
The traffic and data generation and scheduling used differ from the results used
in [122] and Section 19.2, which are based on static simulations and only uses
round-robin scheduling. There are also some other differences such as cell sizes
and propagation models. Both sets of simulations are based on ideal channel and
CQI estimation. The results presented in [57, 58] are somewhat different from the
LTE results in [122] due to the difference in assumptions and they also contain
results verifying the coverage performance.

The 2 × 2 antenna configuration agreed for LTE evaluation can also be used for
downlink single-stream beam-forming. It is shown in [59] that the mean user
throughput for high traffic load and the cell-edge throughput for all loads are
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Figure 19.6 Mean downlink user throughput vs. spectral efficiency for 5 and 20 MHz LTE carriers.

improved compared to 2 × 2 MIMO. This comes at the expense of mean user
throughput at a lower load. When combining the beam-forming results in [59]
with the 2 × 2 MIMO results in [57, 58], all performance targets are met using
the agreed antenna configuration from Table 19.2. It is also shown in [59] that a
4 × 2 multi-stream beam-forming concept will outperform the 2 × 2 MIMO and
the single-stream beam-forming concept at all loads.

As a conclusion of the feasibility study, the performance of LTE was reported and
compared to the WCDMA baseline in TR25.912 [85] and it was concluded that
the targets are met.

19.3.3 Performance of LTE with 20 MHz FDD carrier

The evaluations presented above based on static simulations [122] and the 3GPP
evaluation in [57, 58] are all based on LTE with 5 MHz carriers. LTE supports
a range of different carrier bandwidths up to 20 MHz. A higher bandwidth gives
a potential for higher peak data rates for the users and also higher mean user
throughput. Simulation results are shown for a 20 MHz LTE downlink carrier in
Figure 19.6 for 2 × 2 MIMO and 4 × 4 MIMO, and with 5 MHz results as reference.
The numbers are based on a dynamic simulation with the same assumptions as in
the 3GPP downlink evaluation [57], except for the parameters shown in Table 19.3.

The performance numbers in Figure 19.6 show a mean user throughput for a
20 MHz carrier that is on the order of 4 times that of a 5 MHz carrier for both low
and high traffic loads. Though the 20 MHz carrier gives this fourfold increase in
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Table 19.3 Assumptions for the results in Figure 19.6, in addition to the ones in [57].

Base-station power 40 W (20 MHz) and 20 W (5 MHz)
Propagation model Suburban Macro (spatial channel model)
Inter-site distance 500 m
Scheduling Proportionally fair in time and frequency

data rate, the maximum spectral efficiency (Mbps/MHz) at high loads is virtually
the same. The numbers for 4 × 4 MIMO indicate that using twice as many antennas
has a potential to almost double the spectral efficiency compared to 2 × 2 MIMO.

19.4 Conclusion

Although based on simplified models and excluding higher layer protocol improve-
ments, the simulation results presented in this chapter demonstrate the high
potential of both LTE and HSPA evolution to improve user quality, capacity,
and coverage, thereby reducing overall infrastructure cost in both coverage and
capacity limited scenarios.

The performance numbers presented here together with the results used in the
3GPP evaluation indicate that LTE indeed fulfills the 3GPP targets on user through-
put and spectrum efficiency. These requirements are partly formulated as relative
comparisons to a rather basic WCDMA system. A more advanced WCDMA sys-
tem, employing MIMO and GRAKE receivers, reaches performance similar to that
of the LTE concept. In summary, it should be noted that many of the improvements
for LTE also will be applied in the WCDMA/HSPA evolution.
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20
Other wireless

communications systems

Most mobile and cellular systems go through a continuous development of the
underlying technology and of the features, services, and performance supported.
The direction of development is from the baseline ‘narrowband’ systems of the
1990s supporting mainly voice services to today’s ‘wideband’ systems that target
a much wider set of services, including broadband wireless data.

The fundamental technologies introduced in the systems to support new and bet-
ter performing services all fall within the scope of Part II of this book. When the
problems to solve are fundamentally the same, the solutions engineered tend to be
quite similar. Wideband transmission, higher-order modulation, fast scheduling,
advanced receivers, multi-carrier, OFDM, MIMO, etc. are added as continuous
developments and, at other times, as more revolutionary steps for the different
technologies.

The application of these different technical solutions to the evolution of 3G radio
access in terms of HSPA and LTE was discussed in Parts III and IV of this book.
A similar development is occurring for the other technologies in the IMT-2000
family, and also for several non-IMT-2000 technologies, including the WiMAX
and MBWA standards developed within IEEE (Institute of Electrical and Elec-
tronics Engineers). This chapter gives an overview of those technologies and a
high-level description of some of the solutions chosen in their ongoing evolution
(Figure 20.1).

20.1 UTRA TDD

The evolution of UTRA TDD is part of the same effort in 3GPP of evolving the
3G radio access as described in Part III of this book. UTRA TDD is a part of the
IMT-2000 family of technologies as ‘IMT-2000 CDMA TDD’ [46]. Very similar

407
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Figure 20.1 The wireless technologies discussed in this book. The evolution tracks for UTRA FDD
are described in Parts III and IV of this book, while this chapter gives an overview for the other
technologies.

ideas have been applied as for WCDMA/HSDPA (UTRA FDD), but they were
completed at a later stage in the 3GPP standardization process:

• HSDPA: Development of high-speed downlink packet access for UTRA TDD
was performed as a common work item for WCDMA and UTRA TDD, but
was performed as a separate task in practice [84]. HSDPA for TDD has many
similarities with the FDD solution, such as the use of 16QAM higher-order
modulation and the use of HARQ. Some main differences are that due to the
TDD frame structure, timing relations are very different and a much larger TTI
of 10 ms is used. Also, ACK/NACK information is not sent on a dedicated
channel, but rather on a shared uplink resource.

• Enhanced Uplink: There is a corresponding Enhanced Uplink specified for
UTRA TDD [82], also with some similarities to the FDD Enhanced Uplink.
Some main differences are the 10 ms TTI due to the TDD frame structure and
the use of a common scrambling sequence for uplink resources in the same time
slot. This implies that the number of codes available in a time slot is limited,
requiring that the NodeB scheduler dynamically reassigns the available uplink
code resources between users. A second implication is that the TDD uplink can
be code limited and therefore both QPSK and 16QAM modulation schemes are
supported.

• MBMS: As described in Chapter 11, the main impact of MBMS is not on the
radio access network [102]. There are however some additional transport chan-
nels. For MBMS in TDD, an additional feature added is simulcast combining.
Unlike for FDD, selective or soft combining in the UE for macro-diversity
reception is not mandatory for TDD prior to the introduction of MBMS. Since
macro-diversity is essential for efficient broadcast service, a combination of
simulcast reception with time slot reuse between cells is introduced. Time slots
exclusively used for MBMS are assigned to groups of cells in a reuse pattern
and the UE attempts to receive the time slots from each set and then combine
them to enhance reception.
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There are also some steps taken in UTRA TDD standardization that have no
corresponding feature in WCDMA/HSPA:

• 1.28 Mcps TDD (low chip rate TDD): A low chip rate UTRA TDD mode was
introduced in Release 4 of the 3GPP specifications. Low chip rate UTRA TDD
is often referred to as TD-SCDMA. The main differences from WCDMA/HSPA
are the lower chip rate and resulting (approximate) 1.6 MHz carrier bandwidth,
the optional 8PSK higher-order modulation and a different 5 ms time slot struc-
ture. The high-speed downlink HSDPA enhancement to the low chip rate TDD
mode is very similar to the high chip rate, with the main difference being the
time slot structure that gives a shorter 5 ms TTI. Work on Enhanced Uplink for
1.28 Mcps UTRA TDD has been initiated (November 2006).

• 7.68 Mcps rate TDD: There is also a 7.68 Mcps option for UTRA TDD, with
standardization work just completed, including a high-speed HSDPA enhance-
ment. It is based on the same time slot structure as the 3.84 Mcps mode and is
otherwise also very similar.

20.2 CDMA2000

CDMA2000 evolved as a cellular standard under the name IS-95 and later
became a part of the IMT-2000 family of technologies as described in Chapter 1.
When it became a more global IMT-2000 technology, the name was changed to
CDMA2000 and the specification work was moved from the US Telecommunica-
tions Industry Association (TIA) to 3GPP2. Being a sister organization to 3GPP,
3GPP2 is responsible for CDMA2000 specifications.

The CDMA2000 standard is going through an evolution similar to that of
WCDMA/HSPA. In the different evolution steps, the same gradual shift of focus
from voice and circuit-switched data to best-effort data and broadband data can
be seen as for WCDMA/HSPA. It turns out that also for CDMA2000, basically
the same means and technologies are used to incorporate the new-data capabilities
and improve performance, as described in Part III of this book.

The evolution steps of CDMA2000 are shown in Figure 20.2. After the
CDMA2000 1x standard was formed as an input to ITU for IMT-2000, two parallel
evolution tracks were initiated for better support of data services. The first one was
EV-DO (Evolution – Data Only)1 which has continued to be the main track as fur-
ther described below. A parallel track was EV-DV (Evolution for integrated Data

1 The acronym ‘DO’ is also interpreted as ‘Data Optimized,’ since the EV-DO carrier targets data services.
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Figure 20.2 The evolution from IS-95 to CDMA2000 1x and 1x EV-DO.

and Voice) was developed to give parallel support of data and circuit-switched
services on the same carrier. It is at the moment not developed further within
3GPP2.

20.2.1 CDMA2000 1x

The CDMA2000 standard, that originally supported both a single-carrier (1x)
and a multi-carrier (3x) mode, was adopted by ITU-R under the name IMT-2000
CDMA Multi-carrier (MC) [46]. It offers several improvements over the earlier
versions of IS-95 that give better spectral efficiency and higher data rates. The most
important aspect from a 3G evolution perspective however is that 1x has been a
platform for further evolution of packet-data modes as shown in Figure 20.2.
While 1x EV-DV is not undergoing any new development, 1x EV-DO is deployed
today and is going through several new evolution steps in Rev 0, Rev A, Rev B,
and Rev C that are further described below. Rev C is also called Ultra Mobile
Broadband (UMB). While all steps up to Rev A are fundamentally based on direct
sequence spread spectrum and a 1.25 MHz carrier bandwidth, Rev B and Rev C
diverge from this by including wider carrier bandwidths and for Rev C also OFDM
operation.

The 3x mode of CDMA2000 was never deployed in its original form, but was still
an essential component of the submission of CDMA2000 to the ITU-R. However,
multi-carrier CDMA is today once again included in the CDMA2000 evolution
through CDMA2000 Rev B.
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20.2.2 1x EV-DO Rev 0

EV-DO Rev 0 defines a new uplink and downlink structure for CDMA2000 1x,
where DO originally implied ‘Data Only.’ The reason is that an EV-DO carrier has
a structure optimized for data that does not support the voice and circuit-switched
data services of a CDMA2000 1x carrier. In this way, the whole carrier works
as a shared downlink resource for data transmission. An operator would deploy
an additional carrier for EV-DO, thereby separating circuit-switched and packet-
switched connections on different carriers. A drawback is a reduced flexibility in
that there cannot be a simultaneous packet data and legacy circuit-switched service
(such as voice) to the same user on one carrier.

With EV-DO Rev 0, a peak data rate of 2.4 Mbps is supported in the downlink
on a 1.25 MHz carrier. There are several components in EV-DO Rev 0, some of
which have similarities with the HSPA evolution described in Chapter 9:

• Shared-channel transmission: EV-DO Rev 0 has a Time Division Multiplexing
(TDM) downlink, with transmission to only one user at the time with the full
power of the Base Station (BS). This makes the downlink a resource that is
shared between the users in the time domain only. This is similar to the ‘shared-
channel transmission’ for HSDPA, with the difference that HSDPA can also
share the downlink in the code domain, primarily with non-HSDPA users.

• Channel-dependent scheduling: The adaptive data scheduler of EV-DO Rev 0
takes into account fairness, queue sizes, and measures of the channel state. It
thereby exploits multi-user diversity in fading channels in a way similar to the
channel-dependent scheduling used in HSPA

• Short TTI: The transmission time interval is reduced from 20 ms in CDMA2000
to 1.6 ms in EV-DO Rev 0. This is important to enable fast channel-dependent
scheduling and rapid retransmissions, resulting also in lower latency. The TTI
for EV-DO Rev 0 is thereby of the same order as the 2 ms TTI used for HSPA.

• Rate control: EV-DO Rev 0 employs rate control through adaptive modulation
and coding, thereby maximizing the throughput for a given channel condition.
This is similar to HSPA, but the system in CDMA2000 follows the rate request
from the mobile, while in HSPA the feedback is a recommendation and the
NodeB takes the final decision.

• Higher-order modulation: EV-DO Rev 0 supports 16QAM modulation in the
downlink, which is the same as for the HSPA downlink.

• Hybrid ARQ: The EV-DO Hybrid ARQ scheme is similar to the scheme used
for HSPA.

• Virtual SOHO: EV-DO Rev 0 does not use soft handover in the downlink like
CDMA2000 does. Instead the terminal supports ‘virtual soft handover’ via
adaptive server selection initiated by the terminal, which can be seen as a fast
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cell selection within the ‘active set’ of base stations. These server changes may
result in some packet transmission delays [12].

• Receive diversity in the mobile: EV-DO Rev 0 has terminal performance
numbers specified assuming receive diversity, similar to the ‘Type 1’ perfor-
mance requirements specified for HSPA advanced receivers as discussed in
Chapter 12.

20.2.3 1x EV-DO Rev A

The next step in the evolution of CDMA2000 is 1x EV-DO Rev A. The focus is
on an uplink improvement similar to the Enhanced Uplink of HSPA, but it also
includes an updated downlink, a more advanced quality-of-service handling, and
an add-on multicast mode [12].

The downlink of EV-DO Rev A is based on the EV-DO Rev 0 downlink, with the
following differences:

• Higher peak rates: EV-DO Rev A downlink supports 3.1 Mbps as compared to
the 2.4 Mbps of EV-DO Rev 0. Rev A also offers a finer quantization of data
rates.

• Shorter packets: New transmission formats for EV-DO Rev A enable 128-,
256-, and 512-bit packets. This together with new multi-user packets, where
data to multiple terminals share the same packet in the downlink, improves
support for lower rate, delay-sensitive services.

The major enhancements in EV-DO Rev A compared to Rev 0 are in the uplink.
This results in a more packet-oriented uplink with higher capacity and data rates.
Peak uplink data rates of up to 1.8 Mbps are supported:

• Higher-order modulation: In addition to BPSK modulation in EV-DO Rev 0,
the uplink physical layer of Rev A supports QPSK and optionally 8PSK
modulation.

• Hybrid ARQ: Improved performance is achieved through an uplink hybrid ARQ
scheme, similar to HSPA.

• Reduced latency: The use of smaller packet sizes and a shorter TTI enables a
reduced latency of up to 50% compared to EV-DO Rev 0 [8].

• Capacity/latency trade-off : Each packet can be transmitted in one of two pos-
sible transmission modes; LoLat gives low latency through higher power level
ensuring that the packet is received within the latency target, while HiCap gives
higher total capacity by allowing for more retransmissions and lower transmit
power levels. This is similar to the use of hybrid ARQ profiles for Enhanced
Uplink in HSPA as described in Chapter 10.
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20.2.4 1x EV-DO Rev B

The next step for the 1x EV-DO series of standards is Rev B, which enables higher
data rate by aggregation of multiple carriers. This fundamental way of increasing
the data rate is also discussed in Chapter 3. Rev B permits up to sixteen 1.25 MHz
carriers to be aggregated, forming a 20 MHz wide system [13], and giving a
theoretical peak data rate of up to 46.5 Mbps in the downlink. For reasons of cost,
size, and battery life, Rev B devices will most likely support up to 3 carriers [8],
giving a peak downlink data rate of 9.3 Mbps.

The lower layers of the radio interface are similar to and compatible with those in
Rev A, making it possible for both single-carrier Rev 0 and Rev A terminals to func-
tion on a Rev B network that supports multi-carrier operation. This is implemented
in Rev B networks through a multilink radio link protocol (ML-RLP) that enables
operation of a Rev B terminal assigned to multiple carriers on multiple legacy
EV-DO Rev A base-station channel cards as shown in Figure 20.3. The channel
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Figure 20.3 In 1x EV-DO Rev B, multi-carrier operation can occur on multiple independent BS
channel cards to allow a simple upgrade of existing base stations.
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cards do not have to communicate with each other and can have independent
scheduling and physical layer processes on each card.

Carriers do not have to be symmetrically allocated in the uplink and the downlink.
For asymmetric applications such as file download, a larger number of carriers
can be set up for downlink than for uplink. This reduces the amount of overhead
for the uplink transmission. One uplink channel can carry feedback information
for multiple forward link channels operating on multiple downlink carriers to a
single terminal in asymmetric mode.

20.2.5 1x EV-DO Rev C (UMB)

A further step of CDMA2000 development is currently in progress in 3GPP2
as a Revision C of the 1x EV-DO standard. It includes work on smart-antenna
technologies and fundamental channel bandwidths up to 5, 10, or 20 MHz [8].
3GPP2 is investigating what is called a Loosely Backward Compatible (LBC)
option for EV-DO Rev C that is also called Ultra Mobile Broadband (UMB). This
evolution step is thus not backward compatible with the previous revisions of the
CDMA2000 standard.

A joint proposal for Rev C was made in 3GPP2 [1], detailing a physical layer
and some MAC layer aspects for FDD operation. Objectives for the proposed
framework are introduction of higher peak date rates, better spectral efficiency,
lower latency, improved terminal battery life and higher capacity and enhanced
user experience for delay-sensitive applications. This joint proposal is very similar
to LTE in terms of technologies and features used, with one main difference that
Rev C uses OFDM in the uplink while LTE uses a single-carrier modulation. Rev
C also supports a CDMA mode in the uplink. The theoretical peak data rates for
a 20 MHz downlink is 260 Mbps and for the uplink 70 Mbps.

The downlink is OFDM based while for low-rate traffic there is also a CDMA mode
in the uplink. Several varieties of multi-antenna techniques including multi-layer
transmission are supported. Some important features of the downlink are:

• OFDM data transmission with 9.6 kHz subcarrier spacing and assuming an
FFT size of 128, 256, 512, 1024, or 2048, depending on the sampling rate and
bandwidth. There is a variable length cyclic prefix with a length of between
6% and 23% of the OFDM symbol duration.

• The downlink dedicated channel supports QPSK, 8PSK, 16QAM, and 64QAM
modulations.

• Downlink scheduling and rate adaptation are based on CQI reports from the
terminal. The CQI report also indicates the desired downlink for handover and
can be used for power control purposes.
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Figure 20.4 1x EV-DO Rev C enables multiplexing of OFDMA and CDMA traffic on the uplink.

• MIMO (spatial multiplexing) with Single Codeword (SCW) and Multi-
Codeword (MCW) design is supported.

• Space Time Transmit Diversity (STTD) with up to four transmit antennas are
used in place of MIMO when the propagation environment is not suitable
for MIMO.

• Spaced Division Multiple Access (SDMA) schemes are under study.

The uplink is OFDMA based with optional CDMA transmission:

• OFDMA and CDMA uplink traffic are frequency multiplexed as shown in
Figure 20.4.

• CDMA is mainly targeting bursty low-rate traffic and delay-sensitive applica-
tions. The lower Peak-to-Average Ratio (PAR) of CDMA is also beneficial for
power-limited users.

• Uplink power control is used for both OFDMA and CDMA. In OFDMA mode
the control channels are closed loop controlled, while the traffic has a delta
power setting relative to the control channels. A fast Other Cell Interference
Channel (OSICH) from base stations in the active set is used to further control
the uplink power.

• The OFDMA mode includes frequency hopping which can be used universally
across the band for full frequency diversity. It can also be done on a sub-
band level to achieve multiplexing diversity in combination with the subband
scheduling.

• There is also a ‘quasi-orthogonal’ uplink scheme that uses spatial processing
(with multiple receive antennas) to demodulate the individual uplink sig-
nals. Frequency hopping is done with hopping sequences randomized between
sectors to achieve intra-sector interference diversity.

Other prominent features of EV-DO Rev C are:

• A half-duplex mode is supported for use in fragmented spectrum. This may be
scenarios where the mobile receive and transmit bands are too close, making the
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implementation of a duplexer in the mobile too complex. In half-duplex mode,
non-overlapping frames for uplink and downlink transmission are interlaced
in two ‘half-duplex interlaces,’ with control information replicated on both
interlaces.

• 1xEV-DO Rev C [1] can be deployed with single frequency reuse, but frequency
planning can optionally be used to enhance coverage and QoS. The trade-off is
a bandwidth reduction with lower peak data rates and usually lower capacity.

20.3 GSM/EDGE

Worldwide GSM deployment started in 1992 and GSM quickly became the most
widely deployed cellular standard in the world with more than 2 billion subscribers
today. A major evolution step for GSM was initiated in late 1996, at the same time
as UTRA development started in ETSI. This step sprung out of the study of higher-
order modulation for a 3G TDMA system that was performed within the European
FRAMES project (see also Chapter 1).

The enhancement of GSM is called EDGE (Enhanced Data Rates for GSM Evo-
lution). The EDGE development was initially focused on higher end-user data
rates by introducing higher-order modulation in GSM, both for circuit-switched
services and the GPRS packet-switched services. During the continued work,
focus moved to the enhancement of GPRS (EGPRS), where other advanced radio
interface components were added, including link adaptation, HARQ with soft
combining, and advanced scheduling techniques as described in Part II of this
book. In this way GSM became the first cellular standard to add such enhance-
ments,2 later followed by WCDMA/HSPA, CDMA2000, and other technologies.
GSM/EDGE is however a more narrowband technology than WCDMA/HSDPA
and CDMA2000, implying that the peak data rates achievable are not as high.
HSDPA and CDMA2000 have however added a time division structure to make
full use of advanced scheduling techniques for high-rate data services. Being a
TDMA system, EDGE already has a time division structure.

20.3.1 Objectives for the GSM/EDGE evolution

The standardization work on GSM/EDGE in 3GPP involves a feasibility study
for an ‘Evolved GSM/EDGE Radio Access Network (GERAN)’ [87]. The
study objective is to improve service performance for GERAN for a range

2 The first cellular technology to deploy higher-order modulation was iDEN that uses ‘M-16QAM.’ It is however
a proprietary technology and is as such not standardized.
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Figure 20.5 GSM/EDGE network structure.

of services, including interactive best-effort services as well as conversational
services including Voice-over-IP (VoIP).

The evolved GERAN should be compatible with the existing GSM/EDGE in terms
of frequency planning and coexistence with legacy terminals. It should also reuse
the existing network architecture (Figure 20.5) and have minimum impact on the
BTS, BSC, and core network hardware. There are also a number of performance
target for Evolved GERAN [87]:

• Improved spectrum efficiency: The target is a 50% increase in an interference-
limited scenario (measured in kbps/MHz/cell for data or Erlang/MHz/cell for
voice).

• Increased peak data rates: The target is a 100% increase in both downlink and
uplink.

• Improved coverage for voice and data: The target is a sensitivity increase of
3 dB in downlink (noise-limited scenario).

• Improved service availability: The target is a 50% increase in mean data rate
for uplink and downlink at cell edges (when cells are planned for voice).

• Reduced latency: The target is a roundtrip time (RTT) of less than 450 ms
for initial access and less than 100 ms after initial access (in non-ideal radio
conditions, counting across the radio access network as shown in Figure 20.5).

A number of alternative solutions are studied in 3GPP to achieve the performance
and compatibility targets listed above. These are not fundamentally different from
the solutions selected for LTE or other technologies and are all described in a more
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general context in Part II of this book. The technologies under consideration in
3GPP for GERAN Evolution are:

• Dual-antenna terminals.
• Multi-carrier EDGE.
• Reduced TTI and fast feedback.
• Improved modulation and coding.
• Higher symbol rates.

The specific application of these technologies to GERAN is discussed below. All
of the proposed solutions are already undergoing standardization for GERAN
in 3GPP (November 2006). Improved modulation and channel coding are
being standardized for the uplink, but are still in a feasibility study phase for
the downlink.

20.3.2 Dual-antenna terminals

As was shown in Chapter 6, multiple receiver antennas are an effective means
against multipath fading and to provide an improved signal-to-noise ratio through
‘power gain’ when combining the antenna signals. There will thus be improve-
ments for both interference-limited and noise-limited scenarios. There are also
possibilities for interference cancellation through multiple antennas.

For GSM/EDGE, a dual-antenna solution called Mobile Station Receive Diversity
(MSRD) is being standardized. Analysis shows that a dual-antenna solution in
GSM terminals can give a substantial coverage improvement of up to 6 dB. In
addition, the dual-antenna terminals could potentially handle almost 10 dB more
interference [20, 85].

20.3.3 Multi-carrier EDGE

The GSM radio interface is based on a TDMA structure with 8 time slots and
200 kHz carrier bandwidth. To increase data rates, today’s GPRS and EDGE ter-
minals can use multiple time slots for transmission, reception, or both. Using
8PSK modulation (Figure 20.6) and assigning the maximum of eight time slots,
the GSM/EDGE standard gives a theoretical peak data rate of close to 480 kbps.
However, from a design and complexity point of view, it is best to avoid simultane-
ous transmission and reception. Today’s terminals typically receive on a maximum
of five time slots because they must also transmit (on at least one time slot) as well
as measure the signal strength of neighboring cells.

To increase data rates further, multiple carriers for the downlink and the uplink
can be introduced, similar to what is discussed in Chapter 3. This straightforward
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Figure 20.6 Existing and proposed new modulation schemes for GSM/EDGE. The peak radio
interface data rate using GPRS is shown for each scheme [20]. Note that the view of the non-linear
binary GMSK scheme is simplified in the figure.

enhancement increases peak and mean data rates in proportion to the number of
carriers employed. For example, given two carriers with eight time slots each, the
peak data rate would be close to 1 Mbps. The limiting factor in this case is the
complexity and cost of the terminal, which must have either multiple transmitters
and receivers or a wideband transmitter and receiver. The use of multiple carriers
has only a minor impact on base transceiver stations. A solution with two downlink
carriers is being standardized in GERAN (November 2006).

20.3.4 Reduced TTI and fast feedback

Latency is usually defined as the roundtrip time over the radio access network. It
has a major influence on user experience and especially conversational services
such as voice and video telephony require low latency. A major parameter in the
radio interface that has impact on latency is the Transmission Time Interval (TTI)
as discussed for HSPA and Enhanced Uplink in Chapters 9 and 10. It is difficult
to substantially improve latency without reducing the TTI.

The roundtrip time (RTT) in advanced GSM/EDGE networks can be 150 ms [20],
including network delays but not retransmissions over the radio interface. Radio
blocks are transmitted interleaved over four consecutive bursts on one assigned
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time slot over 20 ms. The TTI can be reduced by using fewer than four bursts for a
radio block, or by transmitting the bursts for a radio block over several time slots
assigned to the mobile or over more than one carrier. A reduction of the TTI from
20 to 10 ms can reduce the roundtrip time from 150 to 100 ms [20].

The receiver sends feedback information via the Radio Link Control (RLC). This
informs the transmitter about the radio environment and acknowledges radio trans-
missions. More stringent requirements and fast responses to incorrectly received
radio blocks speed up the retransmission of radio blocks and can also help in
reducing the latency.

A work item for reduced TTI and fast feedback is initiated in 3GPP for GERAN
(November 2006).

20.3.5 Improved modulation and coding

The main evolution step taken for GSM when EDGE was introduced was the
higher-order modulation to enhance the data rates over the radio interface –
Enhanced Data Rates for GSM Evolution. 16QAM was considered for EDGE,
but 8PSK was finally chosen as a smooth evolution step that gives 3 bits per mod-
ulated symbol instead of one. This increases the peak data rate from approximately
20 to 60 kbps.

Figure 20.6 shows two further steps that are considered for Evolved EDGE, giving
4 bits/symbol for 16QAM and 5 bits/symbol for 32QAM. Since the signal points
in the new schemes move more closely together, they are more susceptible to
interference. With more bits per symbol, however, the higher data rates allow for
more robust channel coding which can more than compensate for the increased
susceptibility to interference.

Both GSM and EDGE use convolutional codes, while Turbo codes are being
considered for Evolved EDGE. Decoding Turbo codes is more complex than reg-
ular convolutional codes. However, since Turbo codes are already used today
for WCDMA and HSPA, and many terminals support both GSM/EDGE and
WCDMA/HSPA, the decoding circuitry for Turbo codes already exists in the
terminals and can be reused for EDGE.

Turbo codes perform well for large code block sizes, making them better suited
for higher data rate EDGE channels using 8PSK or higher-order modulation. It
is estimated that compared to the existing EDGE scheme with 8PSK modulation,
the combination of Turbo codes and 16QAM improves the user data rates 30–40%
for the median user in a system [87].
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20.3.6 Higher symbol rates

The modulation can also be improved by simply increasing the modulation symbol
rate. As a part of GERAN Evolution in 3GPP, a work item for improved uplink
that combines higher-order modulation with a 20% increase in symbol rates has
been initiated [65] (November 2006). The following new modulation schemes will
be defined within the scope of the work item, also demonstrated in Figure 20.6.

• A. 16QAM modulation with 271 (legacy) ksymbols/s symbol rates, giving
80 kbps per time slot.

• B. 16QAM modulation with 325 ksymbols/s symbol rate, giving 96 kbps per
time slot.

• C. 32QAM modulation with 325 ksymbols/s symbol rate, giving 120 kbps per
time slot.

Combination with Turbo coding will also be studied for option C. The higher
symbol rate will operate with the same nominal carrier bandwidth and carrier
raster as legacy GERAN, which puts some requirements on the transmitter filter.
The amount of transmitter filtering has to be weighed vs. the receiver complexity
and performance, and the amount of interference in adjacent channels.

The moderate 20% increase in symbol rate makes it possible to receive the sig-
nal using a single legacy GERAN receiver, thereby meeting the compatibility
objectives regarding minimum impact on hardware and reuse of frequency plan-
ning. Implementation of all options A–C may require base-station upgrades, but
different levels of support for mobiles and networks are foreseen.

20.4 WiMAX (IEEE 802.16)

The IEEE 802 LAN/MAN Standards Committee develops both wired and wireless
network standards. The wireless standards currently developed within IEEE 802
range from the short-range Personal Area Network Standards (PAN) in 802.15 to
the Wide Area Network Standard 802.20 (see also Section 20.5).

WiMAX3 is the commonly used name for broadband wireless access based on
the IEEE 802.16 family of standards. The WiMAX forum is an industry-led, non-
profit corporation formed to promote and certify compatibility and interoperability
of 802.16 broadband wireless products.

3 Worldwide Interoperability for Microwave Access.
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IEEE 802.16 is an IEEE Standard for Wireless Metropolitan Area Networks
(MAN). The first version was developed for fixed wireless broadband access
in the 10–66 GHz bands and line-of-sight communication in 2001. The next
step called IEEE 802.16a that was completed in 2003 supports also non-line-
of-sight communication, focusing on the 2–11 GHz bands. The first products
based on WiMAX will be based on the revised and consolidated version of
the standard published in 2004 called 802.16-2004. The most recent addition
to the WiMAX family of standards is 802.16e, which is also called ‘Mobile
WiMAX.’

The IEEE standards specify the physical layer (PHY) and the Medium Access
Layer (MAC), with no definition of higher layers. For IEEE 802.16, those are
addressed in the WiMAX Forum Network Working Group. There is a range of
options specified in IEEE 802.16, making the standards much more fragmented
than what is seen in 3GPP and 3GPP2 standards. The 802.16 standard defines four
different physical layers, of which two are certified by the WiMAX forum:

• OFDM-PHY: based on an FFT size of 256 and aimed at fixed networks.
• OFDMA-PHY (scalable): based on an FFT size from 128 to 2048 for 802.16e.

In addition to the multiple physical layers, the 802.16 standards support a range
of options, including:

• TDD, FDD, and half-duplex FDD (H-FDD) operation.
• TDM access with variable frame size (2–20 ms).
• OFDM with a configurable cyclic prefix length.
• A wide range of bandwidths supported (1.25–28 MHz).
• Multiple modulation and coding schemes: QPSK, 16QAM, and 64QAM com-

bined with convolutional codes, convolutional Turbo codes, block Turbo codes,
and LDPC (Low-Density Parity Check) codes.

• Hybrid ARQ.
• Adaptive antenna system (AAS) and MIMO.

There is also a range of Radio Resource Management (RRM) options, MAC
features and enhancements in the standards. The WiMAX forum defines system
profiles that reduce all the optional features to a smaller set to allow interoperability
among different vendors. This is done through an industry selection of features
for MAC, PHY, and RF from 802.16 specifications and forms the basis for testing
conformance and interoperability. Products certified by the WiMAX forum adhere
to a Certification Profile that is based on a combination of band of operation,
duplexing option and bandwidth.
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The intended applications with the original 802.16 standard were fixed access and
backhaul, mainly for line-of-sight operation. The addition of a physical layer for
non-line-of-sight applications in IEEE 802.16-2004 and support for mobility in
IEEE 802.16e opens up the standard for nomadic and mobile use. In addition,
provisions for multicast and broadcast services (MBS) are also included. This
makes the standard more similar to the evolved 3G standards, but coming from a
completely different direction. The IEEE standards such as 802.16 are driven by
the datacom industry as Layer 1 and 2 standards, starting with line-of-sight use for
limited mobility, targeting best-effort data applications and now moving to higher
mobility and encompassing also other applications such as conversational ser-
vices. The evolved 3G standards are driven by the telecom industry, targeting
non-line-of-sight use and mobility from the beginning, optimized end-to-end
standards for voice and later also data services, now moving to broader data
applications including best-effort services.

There are several versions of the IEEE 802.16 standards published from 2001 to
2005, with multiple physical layers and features as described above. The descrip-
tion of the WiMAX technology and its features below is based on the amended
IEEE 802.16e-2005 version of the standard [2] and what is referred to as the
Release 1 Mobile WiMAX system profiles [116] unless otherwise stated.

20.4.1 Spectrum, bandwidth options and duplexing
arrangement

The Release 1 WiMAX profiles cover operation in licensed spectrum allocations
in the 2.3, 2.5, 3.3, and 3.5 GHz bands. The channel bandwidths supported are 5,
7, 8.75, and 10 MHz.

While WiMAX supports TDD, FDD, and half-duplex FDD, the first release only
supports TDD operation. TDD enables adjustment of the downlink/uplink ratio
for asymmetric traffic, does not require paired spectrum, and has a less complex
transceiver design. To counter interference issues, TDD does however require
system-wide synchronization and use of the same uplink/downlink ratio in neigh-
bouring cells [116]. The reason is the potential for mobile-to-mobile and base
station-to-base station interference if uplink and downlink allocations overlap,
which becomes an issue in multi-cell deployments. Because of adjacent channel
interference, system-wide synchronization may also be required for TDD operators
deployed on adjacent or near-adjacent channels.

While the initial profiles and deployment of WiMAX use TDD as the preferred
mode, FDD may be introduced in the longer term. The reason may be local
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regulatory requirements or to address need for more extended multi-cell coverage
where FDD may become more suitable [115].

20.4.2 Scalable OFDMA

The physical layer is based on OFDM and supports FFT sizes of 128, 512, 1024,
or 2048 for operation with various channel bandwidths. The 5 and 10 MHz band-
widths in the WiMAX profile are supported with FFT sizes 512 and 1024. Each
sub-carrier is 10.94 kHz wide and a ‘sub-channel’ consists of 48 data subcarri-
ers for data transmission and pilot sub-carriers to facilitate coherent detection. A
sub-channel can consist of contiguous sub-carriers or a pseudo-random diversity
permutation of sub-carriers for better frequency diversity and inter-cell interfer-
ence averaging. Diversity permutations supported include DL-FUSC (Fully Used
Subcarriers) and DL-PUSC (Partially Used Subcarriers) for the downlink and
UL-PUSC for the uplink. The number of pilot subcarriers per subchannel is
different for the adjacent subcarrier, FUSC and PUSC permutations.

The frame can be divided into permutation zones with different sub-channelization
scheme that enable deployment with fractional frequency reuse as described below.
There are also optional allocation schemes for later WiMAX profiles, including
Adaptive Modulation and Coding (band AMC), where contiguous sub-carriers
form a sub-channel, relying more on the time coherence of the channel. This is
also better suited for the channel quality feedback in helping an adaptive scheduler
that can adapt to channel quality variations in the frequency domain.

20.4.3 TDD frame structure

The OFDMA frame structure for WiMAX TDD is divided into a downlink and
an uplink sub-frame with a transmission gap in-between as shown in Figure 20.7.
The downlink subframe starts with a preamble for synchronization and base-station
identification, followed by a Frame Control Header (FCH) with decoding infor-
mation for the MAP messages. The attached downlink and uplink MAP messages
provide downlink and uplink allocations of the user data bursts, plus other control
information.

The uplink subframe contains a ranging sub-channel to gain access, for bandwidth
requests and for closed-loop time, frequency and power adjustments for the users.
In addition, there are uplink allocations for fast channel quality feedback (CQICH)
and for Mobile Station (MS) feedback of HARQ acknowledgments (ACK-CH).

20.4.4 Modulation, coding and Hybrid ARQ

Support for QPSK, 16QAM, and 64 QAM modulations are mandatory in the down-
link, while QPSK and 16QAM are mandatory in the uplink. There are multiple
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Figure 20.7 Example OFDMA frame structure for WiMAX (TDD).

coding schemes defined, but only the first two in the list below are mandatory. In
addition repetition coding is supported to achieve low effective coding rates:

• Tail-biting Convolutional Code (CC)
• Convolutional Turbo Code (CTC)
• Block Turbo Code (BTC) – Optional
• Low-Density Parity Check Code (LDPC) – Optional
• Zero Tailed Convolutional Code (ZTCC) – Optional

The appropriate combination of modulation and coding scheme is determined by
the base-station scheduler, based on channel state, buffer size, and other parame-
ters. The downlink channel quality information is reported by the mobile station
through the CQICH channel mentioned above. It is also possible to take channel
reciprocity into account in TDD operation.

Hybrid ARQ is supported and allows for fully asynchronous operation to allow
variable delay between retransmissions. Chase combining is mandatory in the
WiMAX profiles, while incremental redundancy is optional.

20.4.5 Quality-of-service handling

A connection-oriented Quality-of-Service (QoS) mechanism is implemented,
enabling end-to-end QoS control. The QoS parameters are set per service flow, with
multiple service flows possible to/from a mobile station. The parameters define
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transmission ordering and scheduling on the air interface and can be negotiated
statically or dynamically through MAC messages.

Applications supported through the WiMAX QoS mechanism are:

• Unsolicited Grant Service (UGS): VoIP
• Real-Time Polling Service (rtPS): Streaming Audio or Video
• Extended Real-Time Polling Service (ErtPS): Voice with Activity
• Non-Real-Time Polling Service (nrtPS): File Transfer Protocol (FTP)
• Best-Effort Service (BE): Data Transfer, Web Browsing, etc.

20.4.6 Mobility

Mobile WiMAX supports both sleep mode and idle mode for more efficient power
management. In sleep mode, there is a pre-negotiated period of absence from the
radio interface to the serving base station, where the mobile station may power
down or scan other neighboring base stations. There are different ‘power saving
classes’ suitable for applications with different QoS types, each having different
sleep mode parameters. There is also an idle mode, where the UE is not registered
to any base station and instead periodically scans the network at discrete intervals.

There are three handover methods supported, with Hard Handover (HHO)
being mandatory and Fast Base-Station Switching (FBSS) and Macro-Diversity
handover (MDHO) being optional [2, 116]. Soft handover is not supported:

• Hard Handover (HHO): The mobile station scans neighboring Base Stations
(BS) and maintains a list of candidate BS to make potential decisions for cell
re-selection. The decision to handover to a new BS is made at the MS or at
the serving BS. After decision, the MS immediately starts synchronization to
the downlink of the target BS and obtains uplink and downlink transmission
parameters and establishes a connection. Finally, the context of all connections
to the previous serving BS are terminated.

• Fast Base-Station Switching (FBSS): The MS can maintain a diversity set (same
as ‘active set’ for WCDMA) of multiple suitable Base Stations. One BS in the
active set is selected as Anchor BS through which all uplink and downlink
communication is done, both traffic and control messages. The MS selects the
best BS in the diversity set as its Anchor and can change Anchor BS without any
explicit handover signaling by reporting the selected BS on the CQICH channel.

• Macro-Diversity Handover (MDHO): An Anchor BS and a diversity set of the
most suitable BSs are maintained also in MDHO. However, the MS communi-
cates with all BSs in the diversity set in case of MDHO. In the downlink, multiple
BS provides synchronized transmission of the same messages and in the uplink,
multiple BS receive messages from the MS and provide selection diversity.
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A requirement for FBSS and MDHO is that all BS in the active set need to operate
on the same frequency, be time synchronized and also share and transfer all MAC
contexts between BSs.

20.4.7 Multi-antenna technologies

In addition to conventional receive diversity, WiMAX supports additional options
using smart-antenna technologies:

• Beam-forming or Adaptive/Advanced Antenna System (AAS): Provides
increased coverage and capacity through uplink and downlink beam-forming.
AAS and non-AAS mobiles are time division multiplexed using a different
time zone for the different options. Other MIMO schemes may be used in the
non-AAS zones.

• Space–time coding (STC): With two transmit antennas, the use of transmit
diversity through Alamouti code is supported to achieve spatial diversity. It is
also possible to have transmit diversity using Linear Dispersion Codes (LDC)
for more than two transmit antennas.

• Spatial multiplexing through MIMO: Higher peak rates and throughput in
favorable propagation environments are provided through a downlink 2 × 2
MIMO scheme. The uplink supports ‘Uplink collaborative MIMO,’ where two
users transmit with one antenna in the same slot and the BS receives the two
multiplexed streams as if it were a MIMO transmission from a single user.

20.4.8 Fractional frequency reuse

WiMAX can operate with a frequency reuse of one, but co-channel interference
may in this case degrade the quality for users at the cell edge. However, a flexible
sub-channel reuse is made possible by dividing the frame into permutation zones
as described above. In this way, it is possible to have a sub-channel reuse by proper
configuration of the sub-channel usage for the users. For users at the cell edges,
the Base Station operates on a zone with a fraction of the sub-channels, while users
close to the Base Station can operate on a zone with all sub-channels. As shown in
the example in Figure 20.8, there can be an effective reuse of frequencies for users
at the cell edge, while still maintaining a reuse of one for the OFDMA carrier as
a whole.

20.5 Mobile Broadband Wireless Access (IEEE 802.20)

Within the IEEE 802 LAN/MAN Standards Committee, the 802.20 group specifies
a Mobile Broadband Wireless Access (MBWA) standard. The group is targeting a
system optimized for IP-data transport, operating in licensed bands below 3.5 GHz
with peak data rates per user in excess of 1 Mbps. High mobility with mobile speeds
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Figure 20.8 Fractional frequency reuse. In this example there is a reuse of 3 for users at the cell
edge, while users closer to the BSs have a single frequency reuse.

up to 250 km/h and spectral efficiency on par with mobile systems is part of the
MBWA system’s scope, making it potentially more than a MAN system.

The work on the 802.20 standard was initiated in 2002, and has since then moved
to become a high data rate, flexible bandwidth system that is quite similar to
the other technologies discussed in this book, such as LTE, CDMA2000 Rev C,
and IEEE 802.16. The main proposals under discussion today are MBFDD and
MBTDD (Mobile Broadband FDD and TDD) as described in [3].

Some key features of the proposal in [3] are listed below. Note that there are some
concepts very similar to CDMA2000 Rev C:

• The radio interface has OFDM data transmission with 9.6 kHz subcarrier spac-
ing and an FFT size of 512, 1024, and 2048, supporting operation bandwidths
of 5, 10, and 20 MHz, respectively. The cyclic prefix is configurable from 6%
to 23% of the OFDM symbol duration. Most of the uplink control channels are
transmitted with CDMA on a contiguous set of OFDM subcarriers.

• Hopping of subcarriers is possible at symbol level, occurring every two symbol
intervals (to allow for Alamouti coding), or at a block level. Blocks are about
the same size as a resource block in LTE.

• There is one frame structure for FDD and one for TDD where guard times are
added between up- and downlink parts.

• There is support of QPSK, 8PSK, 16QAM, and 64QAM modulations.
• Convolutional coding is used for small packets (mainly signaling) and Turbo

codes for larger packets. HARQ is used with a modulation step down for
retransmissions.

• Fast closed-loop uplink power control is used for control channel power.
Traffic channel power is set relative to control channels. Uplink interference
from neighboring Access Points (AP) is controlled through an Other Sector
Indication Channel (F-OSICH) that signals a load indication to the mobiles.
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• Handovers are mobile station initiated. The mobile station makes SINR mea-
surements on candidate AP pilots and keeps an active set of up to 8 APs. All
have allocated MAC IDs and control resources, but only one is the serving AP.
Handover can be disjoint (independent) between uplink and downlink.

• The uplink can be quasi-orthogonal where multiple mobiles are assigned the
same bandwidth resources.

• A fractional frequency reuse scheme enables mobiles in different channel
conditions to have different frequency reuse.

• Space Time Transmit Diversity (STTD) is supported.
• There is support for downlink MIMO with single codeword and multiple

codeword designs.
• Eigen-beam-forming is supported using feedback from the mobile station. A

special beam-forming mode is supported for TDD operation.
• There is possibility of embedding other physical layers such as single frequency

network technologies for broadcast services.
• Scalable bandwidth options are supported so that mobiles capable of only

receiving on a lower carrier bandwidth (say 5 MHz) can still be operated on a
20 MHz carrier being transmitted by the base station.

20.6 Summary

The IMT-2000 technologies and the other technologies introduced above are devel-
oped in different standardization bodies, but all show a lot of commonalities. The
reason is that they target the same type of application and operate under similar
conditions and scenarios. The fundamental constraints for achieving high data
rates, good quality of service, and system performance will require that a set of
efficient tools are applied to reach those targets.

The technologies described in Part II of this book form a set of such tools and
it turns out that many of those are applied across most of the technologies dis-
cussed here. To cater for high data rates, different ways to transmit over wider
bandwidth is employed, such as single- and multi-carrier transmission including
OFDM, often with the addition of higher-order modulation. Multi-antenna tech-
niques are employed to exploit the ‘spatial domain,’ using techniques such as
receive and transmit diversity, beam-forming and multi-layer transmission. Most
of the schemes also employ dynamic link adaptation and scheduling to exploit
variations in channel conditions. In addition, coding schemes such as Turbo codes
are combined with advanced retransmission schemes such as HARQ.

As mentioned above, one reason that solutions become similar between systems is
that they target similar problems for the systems. It is also to some extent true that
some technologies and their corresponding acronyms go in and out of ‘fashion.’
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Most 2G systems were developed using TDMA, while many 3G systems are based
on CDMA and the 3G evolution steps taken now are based on OFDM. Another
reason for this step-wise shift of technologies is of course that as technology
develops, more complex implementations are made possible. A closer look at
many of the evolved wireless communication systems of today also show that they
often combine multiple techniques from previous steps, and are built on a mix of
TDMA, OFDM, and spread spectrum components.
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This book has described the evolution of 3G mobile systems from WCDMA to
HSPA and its continued evolution, and finally the 3G Long-Term Evolution. The
overview of the technologies used for 3G evolution in Part II of the book served
as a foundation for the detailed discussion and explanation of the evolution steps
taken for both HSPA and LTE. The enhancements introduced enable higher peak
data rates, improved system performance, and other enhanced capabilities. The
resulting performance was also presented in Chapter 19 and it was shown that the
targets set up by 3GPP for LTE are met.

It was also demonstrated that many of the enhancing technologies applied are the
same for HSPA and LTE and also give the same types of improvements. They are
also similar to the enhancements applied for other wireless technologies as shown
in the overview made in Chapter 20.

Naturally, the technology evolution does not stop with HSPA Evolution and LTE.
The same driving forces to further enhance performance and capabilities are still
there, albeit the targets are always moved further ahead when state-of-the-art
improves. The next step of wireless evolution is sometimes called 4G. But since
the evolution is not stepwise, but more of a continuous process, also being a
set of parallel evolution processes for similar and often related systems, it may
be difficult to identify specific technology steps as being a new next generation.
Some may want to put a 4G label on technologies that other consider not meet-
ing even 3G requirements, while other try to label intermediate steps as 3.5G
or 3.9G.

The technology race for the next generation of mobile communication has already
started with regulatory bodies, standards organizations, market forums, research
bodies and other bodies taking various initiatives. These bodies all work on
concepts that are candidates for the forthcoming process in ITU-R defining what
IMT-Advanced should be.

431
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21.1 IMT-Advanced

Within the ITU, Working Party 8F works on IMT-2000 and systems beyond IMT-
2000. The capabilities of IMT-2000, its enhancements, and systems that include
new radio interfaces beyond IMT-2000 are shown in Figure 21.1. ITU-R WP8F
anticipated in [47] that there will be a need for new mobile radio-access technolo-
gies for capabilities beyond enhanced IMT-2000, but the exact point where this
may be needed is not identified. The term IMT-Advanced is used for systems that
include new radio interfaces supporting the new capabilities of systems beyond
IMT-2000. Note that the 3G evolution into enhanced IMT-2000 as described in
this book covers a large part of the step towards IMT-Advanced in Figure 21.1
and that IMT-Advanced will also encompass the capabilities of previous systems.

The process for defining IMT-Advanced is also worked out within WP8F [43] and
will be quite similar to the process used in developing the IMT-2000 recommenda-
tions. It will be based on a set of minimum technical requirements and evaluation
criteria and commence through an invitation to all ITU members and other organi-
zations. Proposed technologies will be evaluated according to the agreed criteria.
The target is harmonization through consensus building, resulting in a recom-
mendation for IMT-Advanced similar to the ITU-R Recommendation M.1457 for
IMT-2000 [46]. The evaluation will be done in cooperation with external bodies
such as standards-developing organizations. Since the process will be based on
consensus, the number of technologies that will finally be encompassed by IMT-
Advanced cannot be determined in advance. It is a trade-off between economies
of scale, support of different user environments, and the capabilities of different
technologies. In addition, the possibility for global circulation of terminals will be
an important aspect.
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Figure 21.1 Illustration of capabilities of IMT-2000 and systems beyond IMT-2000, based on the
framework described in ITU-R Recommendation M.1645 [47].
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Another major activity within ITU-R concerning IMT-Advanced is the prepara-
tion for WRC’07, the upcoming World Radio Congress. One target is to identify
spectrum that is suitable for IMT-Advanced and that is available globally, since
adequate spectrum availability and globally harmonized spectrum are identified as
essential for IMT-Advanced [43]. In preparation for WRC’07, a range of sharing
studies between IMT-Advanced and other technologies in the different candidate
bands have been produced within WP8F.

21.2 The research community

In the research community, several research projects are run in the area of IMT-
Advanced and the next generation of radio access. One example is the Winner
project, which is partly funded by the European Union. The Winner concept has
many components that are very close to LTE. However, Winner is targeting higher
data rates than LTE and is therefore designed for a wider bandwidth than 20 MHz.
Another key difference is that the Winner concept will work with relaying and
multi-hop modes. For further details, see the Winner homepage [118].

Other regions are running research projects similar to the European ones, such
as the Future project in China, all with the goal of making an IMT-Advanced
radio interface proposal. In the end however, these research communities will not
make the final inputs of IMT-Advanced concepts. It is expected that the estab-
lished standards developing organizations (ETSI, ARIB, CWTS, etc.) will do down
selections of proposals from their respective regions. A global standard body such
as 3GPP will most likely also have a role to play in harmonizing proposals across
the different regions and standards bodies.

21.3 Standardization bodies

Although 3GPP currently does not perform any direct work towards IMT-
Advanced, 3GPP will most likely make a proposal to ITU-R. IEEE802.16 is also
on the move improving its concept and is targeting a proposal for IMT-Advanced
in its work on 802.16 m. Similarly 3GPP2 and the community around cdma2000
are expected to come with an IMT-Advanced proposal.

21.4 Concluding remarks

While LTE standardization is not yet completely finalized, the race for the next
radio interface is already ongoing. Many activities are initiated in the research com-
munity and some standardization developing organizations are about to start (or has
just started) their work towards IMT-Advanced. However, IMT-Advanced is still
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several years away whereas HSPA Evolution and LTE are just around the corner.
HSPA Evolution is built as a continuing evolution of the existing WCDMA/HSPA
technology whereas LTE is a new radio access optimized purely for IP based
traffic. These two technologies promise to give more services, capabilities, and
performance to the end users than any other radio interface technology has been
able to do to date.
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Paging, 369–370
PCCH, 303–4
PCH, 304
PCI see Pre-coding Control Information
PDCCH see Physical Downlink Control

Channel
PDCP:

for HSPA, 132
for LTE, 299–300

PDSCH see Physical Downlink Shared
Channel

Performance:
evaluation, 396–401, 403–5
requirements (LTE), 279–81, 402–3

Physical Downlink Control Channel (PDCCH),
334

Physical Downlink Shared Channel (PDSCH),
333

Physical layer:
in WCDMA, 134–39
in LTE, 312–14, 317–55

Power control, 108–9, 137–38
in Enhanced uplink, 209–10

Pre-coding Control Information (PCI), 254–55,
257–58

Pre-coding, LTE, 336–39
see also Beam forming and Spatial

multiplexing
Puncturing limit, 223–24

QoS, 284, 286
QPSK, 36–7

Radio access network, 23–7, 371–82
Radio Network Controller see RNC
Radio resource management, 9, 159, 210, 284,

373, 381, 422
RAKE, 68, 138, 269, 271
RAN see Radio access network
Random access:

LTE, 361–69
preamble, 362, 363–67

Raptor code, 245
Rate control, 108–9

in HSPA, 144, 152–55, 255–56
in LTE, 290–93

Rate matching, two-stage, 165–68
Receive diversity, 85–90, 294, 412, 427
Reference signals:

channel sounding, 348–49
demodulation, 344–48
in LTE downlink, 323–27
in LTE uplink, 344–49

Relative grant, 192, 199, 200, 216–17, 229,
233–34

Reordering, 158, 171–73, 205, 227–28
Resource blocks:

in LTE downlink, 320, 322–23
in LTE uplink, 342, 343

Resource element, LTE, 319
Retransmission Sequence Number (RSN),

206–7, 224
RLC:

for HSPA 133–34, 155, 247
for LTE 301–2, 316

Roaming, 4, 10, 13, 14, 15, 285, 373, 385, 388
RNC, 131–132, 145, 189–90, 375–76

controlling, 377–78
drift, 377–79
serving, 377–79

RRC, 134
RSN see Retransmission Sequence Number
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S1 interface, 381, 386, 387
SAE, 26, 277, 285–87, 371–89

functional split, 372–74
bearer, 299

SC-FDMA, 289–90, 340, 344
Scheduling:

channel-dependent, 107, 109–20, 142–43,
195–96, 290–93

downlink, 110–114, 119, 291–93, 305–7
Enhanced Uplink, 186–88, 195–201, 213–22
frequency-domain, 117, 292, 305, 306
greedy filling, 116, 196–97
in HSDPA, 142, 151
max-C/I, 111–12
proportional fair, 113
round robin, 112–13, 116
uplink, 114–17, 292–93, 307–9

Scheduling grant, 187, 192, 198, 308, 367
Scheduling request, 198, 218–19, 351
Served traffic, 399, 400, 401
Services, 19, 20–21
Serving cell, 145, 198
Serving grant, 199, 213
Serving RNC see RNC
SFN see Single–frequency network
SGSN, 383–85
Shared-channel transmission, 141, 290–91
SIC see Interference cancellation
Single-carrier FDMA see SC-FDMA
Single-frequency network (SFN), 60, 65, 295

see also MBSFN
Soft handover, 138–139, 186, 193, 219–20
Space Frequency (Block) Coding (SF(B)C),

94–5
Space Time (Block) Coding (ST(B)C), 93–4,

427
Spatial multiplexing, 98–105

in HSPA see MIMO
in LTE, 294, 338–39
multi-codeword based, 104
pre-coder based, 102–4
single-codeword based, 104, 415

Spectrum efficiency, 396
performance, 400–1, 403–5
requirement, 280, 402–3

Spectrum flexibility, 282–83, 295–98
Standardization, 7–8, 433
Successive Interference Cancellation (SIC) see

Interference cancellation
Synchronization signal, 318

primary, 357–59
secondary, 357–59

System performance, 23, 279–81, 394, 396,
402

System throughput, 395–396

TDD, 13, 282, 296, 318
TFC see Transport Format Combination
Transmission Time Interval (TTI), 133–34,

303
Transmit Diversity, 91–5, 332
Transport block, 133–34, 303
Transport channels, 133, 303–5, 327–28
Transport format, 133–34, 304, 308
Transport Format Combination (TFC), 193,

202–3
Transport format selection, 140, 149, 155, 193,

299, 304
TTI see Transmission Time Interval

UL-SCH, 304, 307, 313, 350–51
URA_PCH, 259
User Equipment (UE), 131

categories, 163, 212–13
User throughput, 395–396

performance, 399–401, 403–5
requirement, 280, 402–3

UTRA FDD see WCDMA
UTRA TDD, 10, 407–9

WCDMA, 7, 10, 131–40
WiMAX, 421–27
Winner project, 433

X2 Interface, 381

Zadoff-Chu sequences, 346




