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PREFACE

Wireless Mesh Networks (WMN) are believed to be a highly promising
technology and will play an increasingly important role in future
generation wireless mobile networks. WMN is characterized by
dynamic self-organization, self-configuration and self-healing to
enable quick deployment, easy maintenance, low cost, high scalability
and reliable services, as well as enhancing network capacity, connect-
ivity and resilience. Due to these advantages, international standard-
ization organizations are actively calling for specifications for mesh
networking modes, e.g., IEEE 802.11, IEEE 802.15, IEEE 802.16 and
IEEE 802.20. As a great extension to the ad hoc network, WMN is
becoming an important mode complementary to the infrastructure-
based wireless networks. The experiences obtained from studying
and deploying WMN provide us knowledge and reference to the
future networks evolution.

Wireless Mesh Networking: Architectures, Protocols and Standards
provides a comprehensive technical guide covering introductory
concepts, fundamental techniques, recent advances and open issues
in wireless mesh networks. It focuses on concepts, effective protocols,
system integration, performance analysis techniques, simulation,
experiments, and future directions. It explores various key challenges,
diverse scenarios and emerging standards such as those for capacity,
coverage, scalability, extensibility, reliability, and cognition. This vol-
ume contains illustrative figures and complete cross-referencing on
routing, security, spectrum management, medium access, cross-layer
optimization, load-balancing, multimedia communication, MIMO, and
smart antennas, etc. It also details information on particular techniques
for efficiently improving the performance of a wireless mesh network.
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This book is organized in three parts:

& Part I: Architectures
& Part II: Protocols
& Part III: Standardization and Enabling Technologies

In Part I, WMN fundamentals are briefly introduced as are various
types of network architecture. Part II concentrates on the techniques
necessary to enable a complete, secure and reliable wireless network,
including routing, security, medium access control (MAC), scalability,
load balancing, cross layer optimization, scheduling, multimedia com-
munication, MIMO (or multiple antenna system). Part III explores
standardization activities and particular mesh network specifications
in the emerging standards, for instance, mesh mode in the IEEE 802.11
Wireless LAN and in the IEEE 802.16 WiMAX. In addition, the appli-
cations of mesh networks in emergency management, and public
safety are exploited.

This book has the following salient features:

& Provides a comprehensive reference on state-of-the-art
technologies for wireless mesh networks

& Identifies basic concepts, techniques, advanced research topics
and future directions

& Contains illustrative figures that enable easy understanding of
wireless mesh networks

& Allows complete cross-referencing via the broad coverage of
different layers of protocol stacks

& Details particular techniques for efficiently improving the per-
formance of wireless mesh networks

This book can serve as a useful reference for students, educators,
faculties, telecom service providers, research strategists, scientists,
researchers, and engineers in the fields of wireless networks and
mobile communications.

We would like to acknowledge the effort and time invested by all
contributors for their excellent work. They were extremely profes-
sional and cooperative. Special thanks go to Richard O’Hanley, Kim
Hackett, Catherine Giacari, Glenon Butler and Jessica Vakili of Taylor
& Francis Group for their support, patience and professionalism
from the beginning to the final stage. We are grateful for Suryakala
Arulprakasam for her great efforts during the typesetting period. Last
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but not least, a special thank you to our families and friends for their
constant encouragement, patience and understanding throughout this
project.

Yan Zhang, Jijun Luo,
and Honglin Hu

Yan Zhang / Wireless Mesh Networking AU7399_C000 Final Proof page xv 30.10.2006 7:58pm



Yan Zhang / Wireless Mesh Networking AU7399_C000 Final Proof page xvi 30.10.2006 7:58pm



PART I

ARCHITECTURES

Yan Zhang / Wireless Mesh Networking AU7399_C001 Final Proof page 1 23.10.2006 1:43pm



Yan Zhang / Wireless Mesh Networking AU7399_C001 Final Proof page 2 23.10.2006 1:43pm



1

WIRELESS MESH
NETWORKS: ISSUES AND

SOLUTIONS

B.S. Manoj and Ramesh R. Rao

CONTENTS

1.1 Introduction ................................................................................. 5
1.2 Comparison between wireless

ad hoc and mesh networks ......................................................... 6
1.3 Challenges in wireless mesh networks ....................................... 8

1.3.1 Throughput capacity ........................................................ 9
1.3.2 Throughput fairness ........................................................10
1.3.3 Reliability and robustness ...............................................12
1.3.4 Resource management ....................................................13

1.4 Design issues in wireless mesh networks..................................13
1.4.1 Network architectural design issues ...............................14

1.4.1.1 Flat wireless mesh network .................................. 14
1.4.1.2 Hierarchical wireless mesh network .................... 14
1.4.1.3 Hybrid wireless mesh network............................. 14

1.4.2 Network protocol design issues .....................................15
1.4.2.1 Physical layer design issues.................................. 15
1.4.2.2 Medium access control layer ................................ 16
1.4.2.3 Network layer........................................................ 16
1.4.2.4 Transport layer ...................................................... 17
1.4.2.5 Application layer ................................................... 17
1.4.2.6 System-level design issues .................................... 17

................................................................................. 4

Yan Zhang / Wireless Mesh Networking AU7399_C001 Final Proof page 3 23.10.2006 1:43pm

3



1.5 Design issues in multiradio wireless mesh networks..............18
1.5.1 Architectural design issues............................................18
1.5.2 Medium access control design issues...........................19
1.5.3 Routing protocol design issues.....................................20
1.5.4 Routing metric design issues ........................................21
1.5.5 Topology control design issues ....................................22

1.6 Link layer solutions for multiradio wireless
mesh networks..........................................................................23
1.6.1 Multiradio unification protocol.....................................24

1.7 Medium access control protocols for multiradio
wireless mesh networks ...........................................................28
1.7.1 Multichannel CSMA MAC..............................................28
1.7.2 Interleaved carrier sense multiple access.....................29
1.7.3 Two-phase TDMA-based medium

access control scheme...................................................31
1.8 Routing protocols for multiradio

wireless mesh networks ...........................................................34
1.8.1 New routing metrics for multiradio

wireless mesh networks................................................34
1.8.2 Multiradio link quality source routing..........................36
1.8.3 Load-aware interference balanced

routing protocol ............................................................40
1.9 Topology control schemes for multiradio

wireless mesh networks ...........................................................41
1.9.1 Objectives of topology control protocols ....................41
1.9.2 The backbone topology synthesis algorithm...............42

1.10 Open issues...............................................................................45
1.11 Summary....................................................................................46
References............................................................................................46

1.1 INTRODUCTION

Wireless mesh network (WMN) is a radical network form of the ever-
evolving wireless networks that marks the divergence from the trad-
itional centralized wireless systems such as cellular networks and
wireless local area networks (LANs). Similar to the paradigm shift,
experienced in wired networks during the late 1960s and early 1970s
that led to a hugely successful and distributed wired network form—
the Internet—WMNs are promising directions in the future of wireless
networks. The primary advantages of a WMN lie in its inherent
fault tolerance against network failures, simplicity of setting up a
network, and the broadband capability. Unlike cellular networks
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where the failure of a single base station (BS) leading to unavailability
of communication services over a large geographical area, WMNs
provide high fault tolerance even when a number of nodes fail.
Although by definition a WMN is any wireless network having a
network topology of either a partial or full mesh topology, practical
WMNs are characterized by static wireless relay nodes providing a
distributed infrastructure for mobile client nodes over a partial mesh
topology. Due to the presence of partial mesh topology, a WMN
utilize multihop relaying similar to an ad hoc wireless network.
Although ad hoc wireless networks are similar to WMNs, the proto-
cols and architectures designed for the ad hoc wireless networks
perform very poorly when applied in the WMNs. In addition, the
optimal design criteria are different for both these networks. These
design differences are primarily originated from the application
or deployment objectives and the resource constraints in these net-
works. For example, an ad hoc wireless network is generally designed
for high mobility multihop environment; on the other hand, a WMN is
designed for a static or limited mobility environment. Therefore, a
protocol designed for ad hoc wireless networks may perform very
poorly in WMNs. In addition, WMNs are much more resource-rich
compared with ad hoc wireless networks. For example, in some
WMN applications, the network may have a specific topology and
hence protocols and algorithms need to be designed to benefit from
such special topologies. In addition, factors such as the inefficiency of
protocols, interference from external sources sharing the spectrum,
and the scarcity of electromagnetic spectrum further reduce the cap-
acity of a single-radio WMN. In order to improve the capacity of
WMNs and for supporting the traffic demands raised by emerging
applications for WMNs, multiradio WMNs (MR-WMNs) are under
intense research. Therefore, recent advances in WMNs are mainly
based on a multiradio approach. While MR-WMNs promise higher
capacity compared with single-radio WMNs, they also face several
challenges. This chapter focuses on the issues and challenges for both
single-radio WMNs and MR-WMNs, and discusses a set of existing
solutions for MR-WMNs. It begins with a comparison of WMNs with
ad hoc wireless networks and proceeds to discuss the issues and
challenges in MR-WMNs. The main contribution of this chapter is the
detailed discussion on the issues and challenges faced by MR-WMNs,
presentation with illustrations of a range of recent solutions for archi-
tectures, link layer protocols, medium access control (MAC) layer
protocols, network layer protocols, and topology control solutions
for MR-WMNs.
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1.2 COMPARISON BETWEEN WIRELESS
AD HOC AND MESH NETWORKS

Figure 1.1 shows the classification of multihop wireless networks;
these constitute the category of wireless networks that primarily use
multihop wireless relaying. The major categories in the multihop
wireless networks are the ad hoc wireless networks, WMNs, wireless
sensor networks, and hybrid wireless networks. This book mainly
focuses on WMNs. Ad hoc wireless networks [12] are mainly infra-
structureless networks with highly dynamic topology. Wireless sensor
networks, formed by tiny sensor nodes that can gather physical
parameters and transmit to a central monitoring node, can use either
single-hop wireless communication or a multihop wireless relaying.
Hybrid wireless networks [12] utilize both single- and multihop com-
munications simultaneously within the traditionally single-hop wire-
less networks such as cellular networks and wireless in local loops
(WiLL). WMNs use multihop wireless relaying over a partial mesh
topology for its communication.

Table 1.1 compares the wireless ad hoc networks and WMNs. The
primary differences between these two types of networks are mobility
of nodes and network topology. Wireless ad hoc networks are high
mobility networks where the network topology changes dynamically.
On the other hand, WMNs do have a relatively static network with
most relay nodes fixed. Therefore, the network mobility of WMNs
is very low in comparison with wireless ad hoc networks. The

Wireless Ad hoc
Networks

Wireless Mesh
Networks

Multihop Wireless Networks

Wireless Sensor Networks

Hybrid Wireless Networks

Figure 1.1 Classification of multihop wireless networks.
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topological difference in these networks also contributes to the differ-
ence in performance in routing. For example, while the on-demand
routing protocols perform better in wireless ad hoc networks, the
relatively static hierarchical or table-driven routing protocols perform
better in WMNs. Due to the static topology, formed by fixed relay
nodes, of WMNs, most WMNs have better energy storage and power
source, thus removing one of the biggest constraint in wireless ad hoc
networks—the energy constraint. Finally, another important differ-
ence between these two categories of networks is the application
scenario. Unlike wireless ad hoc networks, WMNs are used for both
military and civilian applications. Some of the popular civilian appli-
cations of WMNs include provisioning of low-cost Internet services to
shopping malls, streets, and cities.

Table 1.1 Differences between Ad Hoc Wireless Networks
and Wireless Mesh Networks

Issue
Wireless Ad

Hoc Networks
Wireless

Mesh Networks

Network topology Highly dynamic Relatively static
Mobility of relay nodes Medium to high Low
Energy constraint High Low
Application

characteristics
Temporary Semipermanent or

permanent
Infrastructure

requirement
Infrastructureless Partial or fully fixed

infrastructure
Relaying Relaying by mobile

nodes
Relaying by fixed nodes

Routing performance Fully distributed
on-demand routing
preferred

Fully distributed or
partially distributed
with table-driven or
hierarchical routing
preferred

Deployment Easy to deploy Some planning
required

Traffic characteristics Typically user traffic Typically user and
sensor traffic

Popular application
scenario

Tactical
communication

Tactical and civilian
communication
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1.3 CHALLENGES IN WIRELESS MESH NETWORKS

Traditional wireless ad hoc networks and WMNs were based on a
single-channel or single-radio interface. WMNs, irrespective of its
simplicity and high fault tolerance, face a significant limitation of
limited network capacity. While the theoretical upper limit of the
per node throughput capacity is asymptotically limited by
O(1=

ffiffiffi

n
p

), theoretically achievable capacity to every node in a
random static wireless ad hoc network, with ideal global schedul-
ing and routing, is estimated [6] as Q(1/

p
n log n) where n is the

number of nodes in the network. Therefore, with increasing num-
ber of nodes in a network, the throughput capacity becomes
unacceptably low. With the use of real MAC, routing, and transport
protocols and a realistic traffic pattern, the achievable capacity in
a WMN, in practice, is much less than the theoretical upper limit.
It has also been found [7] through experiments using carrier sense
multiple access with collision avoidance (CSMA/CA)-based MAC
protocol such as IEEE 802.11 that on a string topology, the
throughput degrades approximately to 1/n of the raw channel
bandwidth. In general, the throughput capacity achievable in an
arbitrary WMN is proportional to the Q(W � n�1=d) where d is the
dimension of the network and W is the total bandwidth. For a two-
dimensional (2D) network, the throughput can be as small as
Q(W � n�1=2). One approach to improve the throughput capacity
of a WMN is to use multiple radio interfaces. Although the upper
limit of the capacity is unaffected by the raw bandwidth or the
way the raw bandwidth is split among multiple interfaces, in
practice, with realistic MAC and routing protocols, the throughput
capacity can be significantly increased by the use of multiple inter-
faces and by fine tuning of protocols. Recently, the develop-
ment of WMNs using multiple radio interfaces have taken
significant process due to the availability of inexpensive and off-
the-shelf IEEE 802.11-based wireless interfaces. While MR-WMNs
provide several advantages such as increased network capacity,
they also face several issues and challenges. This chapter primarily
focuses on the issues and challenges in single-radio and MR-WMNs
and proceeds to discuss some of the solutions for a multiradio
wireless network. The challenges faced by WMNs are discussed in
Section 1.3.1 through Section 1.3.4.

The primary challenges faced by WMNs such as throughput cap-
acity, network scalability, and other challenges are discussed here.
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1.3.1 Throughput Capacity

The throughput capacity achievable for WMN nodes is limited in a
single-channel system compared to a multichannel system. Table 1.2
shows the throughput deviation in a string topology, as depicted in
Figure 1.2, over one, two, and three hops, in a typical experimental
network. From Table 1.2, it can easily be found that throughput
degrades rapidly with a WMN system as the path length increases.
Although there are several factors contributing to the throughput
degradation, such as characteristics of MAC protocol, the exposed
node problem, the hidden terminal problem, and the unpredictable
and high error rate in the wireless channel, all these issues are aggra-
vated in a single-channel system. For example, as illustrated in Figure
1.2, when node 1 transmits to node 2, especially when CSMA/
CA-based MAC protocols are employed, nodes 2 and 3 cannot initiate
another transmission. Node 2 is prevented from a simultaneous trans-
mission as the wireless interface, in most WMNs is half-duplex
whereas node 2 abstains from transmission because it is exposed to
the ongoing transmission between nodes 1 and 2. This exposed node
problem contributes to the throughput degradation in WMNs over a
relayed multihop path. For example, a two-hop flow between nodes 1
and 3 has to share the bandwidth between the two and therefore, from
Table 1.2, the end-to-end throughput for a two-hop path is only 47%
of the single-hop throughput. In experimental arbitrary one-
dimensional (ID) networks, the throughput degradation is found to
be following a function of O(1/n) where n is the number of hops

Table 1.2 Throughput Degradation in a WMN with String Topology

1 Hop 2 Hops 3 Hops 4 Hops 5 Hops >5 Hops

Normalized throughput 1 0.47 0.32 0.23 0.15 0.14
1

Hoplength
1 0.5 0.33 0.25 0.2 0.16

1 2 4 63 5

Figure 1.2 An example of string topology and exposed node problem in
a wireless mesh network.
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when the hop length is less than five hops and beyond five hops, the
throughput remains constant albeit at a very low value.

Although there exist other factors such as the nature of routing
protocol, greediness of the initial nodes and subsequent flow starva-
tion of the latter hops, and the behavior of MAC protocols, the single
most important factor contributing such a rapid degradation of
throughput is the exposed node problem, aggravated by the use of a
single-radio system.

1.3.2 Throughput Fairness

Another important issue in a single-radio WMN is the high throughput
unfairness faced by the nodes in the system. A network is said to be
exhibiting high throughput fairness if all nodes get equal throughput
under similar situations of source traffic and network load. WMNs
show high throughput unfairness among the contending traffic flows
especially when CSMA/CA-based MAC protocols are employed for
contention resolution. Figure 1.3a and Figure 1.3b show simple topol-
ogies within a WMN, causing high throughput unfairness.

Two important properties associated with CSMA/CA-based MAC
protocols, when used in a WMN environment are: (i) information
asymmetry depicted in Figure 1.3a, (ii) location-dependent contention
depicted in Figure 1.3b, and (iii) half-duplex character of single-
channel systems. In Figure 1.3a, only the the receiver of the traffic
flow P is exposed to both the sender and the receiver of flow Q, and
therefore, the sender of the flow P does not get any information from
the channel about ongoing transmissions on other flows. On the other

Coverage of traffic flow P 

Coverage of traffic flow Q

P 

2

1

3 4Q

Coverage of traffic flow R

Coverage of traffic flow P

1

2

P 

4

6

5
R 

Q 

3

(b)(a)

Figure 1.3 Traffic flows and throughput unfairness in WMNs.
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hand, the channel activity is known to be the sender of flow Q. This
information asymmetry causes unfair sharing of the total throughput
achieved. That is, among the flows P and Q, it is seen [1] that the flow
P receives about 5% of the total throughput compared with the 95%
throughput achieved by flow Q. For example, when node 1 has
packets ready for transmission, upon detecting an idle channel, it
may start transmission by sending request-to-send (RTS) packet to
node 2. At this point, if there is an ongoing transmission between
nodes 3 and 4, node 2 does not respond to the RTS, leaving node 1 to
exponentially back off and retry again. This repeated back-off and
several retransmission attempts lead to achieving a low throughput for
flow Q. On the other hand, a similar situation can happen to node 3
with a much lower probability and that is proportional to the vulner-
able period of the medium access scheme, which in this case is the
propagation delay between nodes 2 and 3.

While the information asymmetry is caused by lack of information
at certain nodes, having excessive information may also contribute to
throughput unfairness. For example, in Figure 1.3b, flows P and R do
not have information about any other flows in the network whereas
flow Q has information about both the other flows. Therefore, flow Q
has to set its network allocation vector (NAV) and abstain from trans-
mitting, whenever it sees a transmission of control packets or data
packets belonging to flows P and R. This leads the flow Q to wait for
an idle channel that essentially depends on the event of both the flows
P and Q simultaneously going idle. In this case, the location of the
flow Q is in such a position that it experiences much more contention
than the rest of the flows [1] and therefore, flow Q receives only 28% of
the total throughput compared with 36% throughput share received
by both the flows P and R. In fact, the throughput share of flow Q is
inversely proportional to the number of neighbor flows contending
for its bandwidth. Another effect of this location-dependent conten-
tion is known as perceived collision, which may occur at flow Q. Due
to the presence of contending flows, trying to access the channel,
simultaneous transmission of control packets, RTS, CTS, and ACK by
both the flows P and R, may result in a collision at flow Q. This results
in a wrong perception of collision at flow Q that in fact may not be a
collision for both the flows P and R. This perceived collision may
reduce the amount of information, about the flows P and R, available
at the flow Q and, therefore, leading to further degradation of
throughput fairness.

In addition to the information asymmetry and the location-dependent
contention, the half-duplex property of a single-interface system is
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another property that causes high throughput unfairness in a single-
radio WMN. Due to the half-duplex characteristics, no node can
simultaneously receive and transmit. This is illustrated in Figure 1.4a
in which a single half-duplex radio with a channel data rate of B bits/s
is employed and therefore, only one communication could be permit-
ted at any time. Therefore, only flow P could be transmitting while
other nodes are waiting. As mentioned earlier, in certain MAC proto-
cols such as CSMA/CA-based IEEE 802.11, there exists a strong chance
of channel capture where a successful node keeps getting transmis-
sion opportunities more often than others. Such channel capturing
and subsequent unfairness can be prevented by using multiple chan-
nels. In Figure 1.4b, each node uses two radio interfaces with channel
data rate of B/2 bits/s and therefore, two simultaneous flows, P and Q,
could exist. In this case, though each channel has only half the
bandwidth, the throughput fairness increases as found in experimen-
tal studies [8].

1.3.3 Reliability and Robustness

Another important motivation for using WMNs and especially the
MR-WMNs is to improve the reliability and robustness of communica-
tion. The partial mesh topology in a WMN provides high reliability
and path diversity against node and link failures. MR-WMNs provide
the most important ingredient for robustness in communication—
diversity. For example, in wireless systems channel errors can be very
high compared to wired networks; therefore, graceful degradation of

Coverage of traffic flow P 

Coverage of traffic flow Q
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1

3 4
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Flow over a link with bandwidth B
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Flow over a link with bandwidth B/2

Figure 1.4 Half-duplex radio interfaces in WMNs.
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communication quality during high channel errors is necessary. This is
particularly important when the WMN system utilizes unlicensed fre-
quency spectrum [9]. In order to achieve graceful quality degradation
instead of full loss of connectivity, WMNs can employ frequency diver-
sity, by using multiple radio interfaces, which is difficult to achieve
inasingle-radio WMN system. MR-WMNs can use appropriate radio-
switching modules to achieve fault tolerance in communication
either by switching the radios, channels, or by using multiple radios
simultaneously.

1.3.4 Resource Management

Resource management refers to the efficient management of network
resources such as energy, bandwidth, interfaces, and storage. For
example, the energy resources can be efficiently used in a WMN
with limited energy reserve if each node in the system has a new
low-power interface in addition to the regular interface. The overall
power consumption, even in idle mode, depends very much on the
type of interface. Therefore, in an IEEE 802.11-based WMN with
limited energy reserve, an additional low-power and low-data rate
interface can be used to carry out-of-band signaling information to
control the high-power and high-data rate data interface. Bandwidth
resources can also be managed better in a multiradio environment.
For example, the load balancing across multiple interfaces could help
preventing any particular channel getting heavily congested and
hence becoming a bottleneck. In addition to balancing the load,
bandwidth achieved through each interface can be aggregated to
obtain a high effective data rate. In such a bandwidth aggregation
mechanism (also known as bandwidth striping), dynamic packet
scheduling can be utilized to obtain a better performance. Finally,
one important advantage of using a multiradio system in a WMN is
the possibility to effect provisioning quality of service through service
differentiation.

1.4 DESIGN ISSUES IN WIRELESS MESH NETWORKS

There are many issues that need consideration when a WMN is
designed for a particular application. These design issues can be
broadly classified into architectural issues and protocol issues. The
architectural design issues and protocol design issues are described in
Section 1.4.1 and Section 1.4.2.
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1.4.1 Network Architectural Design Issues

AWMN can be designed in three different network architectures based
on the network topology: flat WMN, hierarchical WMN, and hybrid
WMN. These categories are briefly discussed below.

1.4.1.1 Flat Wireless Mesh Network

In a flat WMN, the network is formed by client machines that act as
both hosts and routers. Here, each node is at the same level as that of
its peers. The wireless client nodes coordinate among themselves to
provide routing, network configuration, service provisioning, and
other application provisioning. This architecture is closest to an
ad hoc wireless network and it is the simplest case among the three
WMN architectures. The primary advantage of this architecture is its
simplicity, and its disadvantages include lack of network scalability
and high resource constraints. The primary issues in designing a flat
WMN are the addressing scheme, routing, and service discovery
schemes. In a flat network, the addressing is one of the issues that
might become a bottleneck against scalability.

1.4.1.2 Hierarchical Wireless Mesh Network

In a hierarchical WMN, the network has multiple tiers or hierarchical
levels in which the WMN client nodes form the lowest in the hier-
archy. These client nodes can communicate with a WMN backbone
network formed by WMN routers. In most cases, the WMN nodes are
dedicated nodes that form a WMN backbone network. This means that
the backbone nodes may not originate or terminate data traffic like the
WMN client nodes. The responsibility to self-organize and maintain
the backbone network is provided to the WMN routers, some of which
in the backbone network may have external interface to the Internet
and such nodes are called gateway nodes.

1.4.1.3 Hybrid Wireless Mesh Network

This is a special case of hierarchical WMNs where the WMN utilizes
other wireless networks for communication. For example, the use of
other infrastructure-based WMNs such as cellular networks, WiLL net-
works, WiMAX networks, or satellite networks. Examples of such
hybrid WMNs include multihop cellular networks [2], throughput
enhanced wireless in local loop (TWiLL) networks [3], and unified
cellular ad hoc networks [4]. A practical solution for such a hybrid
WMN for emergency response applications is the CalMesh platform
[5]. These hybrid WMNs may use multiple technologies for both WMN
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backbone and back haul. Since the growth of WMNs depend heavily on
how it works with other existing wireless networking solutions, this
architecture becomes very important in the development of WMNs.

1.4.2 Network Protocol Design Issues

The design issues for the protocols can be described in a layer-wise
manner starting from the physical layer to the application layer. Some
of these protocol design issues are presented below.

1.4.2.1 Physical Layer Design Issues

At the physical layer, the main design issue is the choice of an
appropriate radio technology. The choice of a radio technology can
be based on: (i) technological considerations and (ii) economic con-
siderations. The main technological considerations include the spec-
tral efficiency, physical layer data rate, and the ability to operate in the
presence of interference. For example, the choice of technologies
such as code division multiple access (CDMA), ultra wide band
(UWB), and multiple input multiple output (MIMO) are more suitable
for WMN physical layer than the most popular physical layer technol-
ogy, orthogonal frequency division multiplexing (OFDM) used in
today’s WMNs. For example, today’s physical layer technology, pri-
marily based on OFDM provides a maximum physical layer data rate
of 54 Mbps. In a highly dense network with high interference, this
capacity may not be sufficient. Therefore, development of new and
high data rate physical layer such as UWB is a physical layer challenge.
In addition to the choice of a particular physical layer technology,
programable radios or cognitive radios add another dimension to the
WMN physical layer design. This is emphasized by some of the
applications of WMNs such as emergency response and military
applications where the spectrum used for communication depends
on the unused spectrum in a given locality. In such applications, a
software-defined radio with cognitive capabilities would be an ideal
choice. In addition to the technological considerations mentioned
above, the second most important requirement is economical or social
where the simplicity of the physical layer technology will lead to
inexpensive devices and hence better social affordability of WMNs.
An example of this is evident in the success of today’s IEEE 802.11b-
based WMNs where the inexpensive network interface cards contrib-
uted to the success of the proliferation of WMNs. Therefore, while
choosing the physical layer technology, a network designer should
look at the application and user scenario as well.
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1.4.2.2 Medium Access Control Layer

The design of MAC layer protocol assumes significance in a WMN
because achievable capacity depends heavily on the performance of
MAC protocol. In addition to a fully distributed operation, the major
issues faced by the popular CSMA/CA-based IEEE 802.11 distributed
coordination function (DCF) are: (i) hidden terminal problem, (ii)
exposed terminal problem, (iii) location-dependent contention, and
(iv) high error probability on the channel. In order to increase the
network capacity, multiple radios operating in multiple channels are
used. Therefore, new MAC protocols are to be designed for operating
in multichannel MR-WMN systems. MAC protocols are also to be
adapted to operate in different physical layer technologies such as
UWB and MIMO physical layers. Another popular research issue for
better MAC performance is the use of cross-layer interaction mechan-
isms that enable the MAC protocol to make use of information from
other layers. In traditional wireless or wired networks, each layer
works with its own information making it unable to make the best
use of the network-centric properties. In general, the MAC layer
protocol design should include methods and solutions to provide
better network scalability and throughput capacity.

1.4.2.3 Network Layer

Unlike the routing protocols for ad hoc wireless networks, the routing
protocols, depending on its network scenario, face different design
issues in a WMN. Since WMN is relatively a static network, the routing
can make use of table-driven routing approaches such as that used in
wired networks or in ad hoc wireless networks [12]. The main issues
faced by routing protocol in a WMN are: (i) design of routing metric,
(ii) minimal routing overhead, (iii) route robustness, (iv) effective use
of support infrastructure, (v) load balancing, and (vi) route adaptabil-
ity. The routing metric design plays a crucial role in achieving good
performance. The best routing metric may also differ in its perform-
ance. For example, in WMNs, the routing metric design has to take the
link level signal quality into account for better end-to-end perform-
ance. Routing protocols for WMNs, while providing a good end-to-end
performance, should also consume minimum bandwidth for setting
up paths. In addition, the use of wireless medium demands quick
path reconfiguration capability in order to maintain the robustness
of the path. Another important aspect is the load-balancing cap-
ability that needs to be incorporated with the routing protocol. Finally,
a routing protocol for WMN must be adaptable to the network
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dynamics. The routing protocol can be classified into either flat routing
protocol or hierarchical routing protocol based on the type of network
where the routing protocol is applied.

1.4.2.4 Transport Layer

At the transport layer, the biggest challenge is the performance of
transport protocols over the WMN. Since a WMN has large round-trip
time (RTT) variations and these RTT variations are dependent on the
number of hops in the path, the end-to-end TCP throughput degrades
rapidlywith throughput.Thepacket loss, collision,networkasymmetry,
and link failures can also contribute to the degradation in transport layer
protocol performance. Thepopular transport layer for the Internet, TCP,
performs very poorly in its original form over a WMN. The transport
layer needs to be refined or rewritten for making it more efficient on a
WMN. Some of the design issues for a transport layer protocol for WMN
are: (i) end-to-end reliability, (ii) throughput, (iii) capability to handle
network asymmetry, and (iv) capability to handle network dynamism.

1.4.2.5 Application Layer

The most popular application for WMNs is the Internet access service.
Essentially, a WMN needs to provide Internet services for residential
areas or businesses. In such a situation, though data services make
primary service over a WMN, voice services such as voice over Inter-
net protocol (VoIP) are also important. Therefore, it is very essential to
provide support for both the time-sensitive and the best-effort traffics.
In addition to the basic data and voice traffic support, the network
provides service discovery mechanisms. Since most of the network
services are in fully distributed form, static service discovery mechan-
isms may not be effective in a WMN. Another important requirement
for the application layer protocol design is to handle the heterogeneity
of networks as the data may pass through a variety of networks before
being delivered to the end application.

1.4.2.6 System-Level Design Issues

The above-mentioned issues are generic to a WMN and these issues
are revisited in detail for a MR-WMN system in Section 1.5. In addition
to the protocol design issues, a WMN requires system-level solutions.
Some examples for system-level issues are: (i) cross-layer system
design, (ii) design for security and trust, (iii) network management
systems, and (iv) network survivability issues.

Some of the primary challenges faced by a WMN can be alleviated by
the use of an MR-WMN and therefore, subsequent sections focus on this.
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1.5 DESIGN ISSUES IN MULTIRADIO WIRELESS
MESH NETWORKS

The primary advantages of using an MR-WMN are the improved
capacity, scalability, reliability, robustness, and architectural flexibility.
Notwithstanding the advantages of using a multiradio system for
WMNs, there exist many challenges for designing an efficient
MR-WMN system. This section discusses the issues to be considered for
designing an MR-WMN. The main issues can be classified into archi-
tectural design issues, MAC design issues, routing protocol design
issues, and routing metric design issues, which are explained below.

1.5.1 Architectural Design Issues

The network architecture plays a major role in achieving the perform-
ance objectives of an MR-WMN when a network is deployed. In
general, the network architecture of an MR-WMN is designed on the
basis of the type of application or deployment scenario. The major
architectural choices to be considered are: (a) topology-based, (b)
technology-based, and (c) node-based. Based on the topology, an
MR-WMN can be designed either as a flat-topology-based or as a
hierarchical-topology-based. The design categories under the technol-
ogy-based solution are homogeneous or heterogeneous. While the
most popular form of MR-WMN system is the homogeneous type that
uses only one type of radio technology such as the popular WLAN
technology IEEE 802.11, it is possible to develop an MR-WMN with
heterogeneous technologies that utilize a variety of communication
technologies. Finally, the node-based design criteria can be classified
into either host-based, infrastructure-based, or hybrid MR-WMNs. In
the case of host-based MR-WMNs, the network is formed by the host
nodes and is same as an ad hoc wireless network with limited or no
mobility. On the other hand, in the infrastructure-based MR-WMNs,
the WMN is formed by nodes placed on fixed infrastructures or
buildings. An example for this architectural type is the rooftop net-
works formed by placing wireless mesh relay nodes on the roof of
every house for building a residential communication network.
Finally, a hybrid MR-WMN has both infrastructure-based backbone
and wireless mesh hosts. These hosts communicate over the wireless
mesh backbone. This backbone topology can be organized either as a
flat topology or as a hierarchical topology as discussed in Section 1.4.1.
In some application environments, the hosts are mobile and they also
relay traffic on behalf of other hosts in the network. An example of such
hybrid MR-WMNs is the vehicular WMNs that communicate over
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a wireless mesh infrastructure. Therefore, the design of an MR-WMN
system must consider the type of application or deployment environ-
ment for choosing appropriate architectural solution.

1.5.2 Medium Access Control Design Issues

The MAC layer for MR-WMNs faces several challenges. The main
challenges among them are the interchannel interference, interradio
interference, channel allocation, and MAC protocol design. The inter-
channel interference refers to the interference experienced at a given
channel due to the activity in neighbor channels. For example, in IEEE
802.11b, although there are a total of 11 unlicensed channels in North
America (13 in Europe and 14 in Japan), only 3 of them (channels 1, 6,
and 11 in North America) can be used simultaneously at any given
geographical location. Therefore, the presence of multiple radios must
consider the interchannel interference as the use of a new channel, at
a second interface that interferes with the existing channel, will lead to
significant performance degradation. In such cases, multiradio chan-
nel usage must use nonoverlapping channels. The second issue here
is the interradio interference. This issue arises due to the design and
implementation of radio interfaces. This type of interference is experi-
enced at a particular radio due to the channel activity at another
interface in the same WMN node. Such interferences occur even
when both the interfaces use nonoverlapping channels [27]. For
example, when interfaces A and B on a WMN node use channels 1
and 11, respectively, interradio interference may experience. This
interference is primarily due to the design of the hardware compon-
ents and the interface itself where usually a number of low-cost filters
and associated RF components are used. The physical separation of
interfaces may help to avoid this issue to some extent; in certain cases
the separation may be difficult, especially in portable nodes. The use
of certain low-cost interface cards leads to interference even when
they are separated for few feet [27]. Another issue of importance to
MAC is the channel allocation. This is a network-wide process where
the allocation of noninterfering channels would lead to significant
throughput and media access performance. The channel allocation
should consider the number of channels available and the number of
interfaces available. Therefore, techniques such as graph coloring are
used for generating channel allocation strategies. Finally, the most
important issue is the design of MAC protocols. The availability of
multiple interfaces and multiple channels leads to new designs for
medium access protocols that can be benefitted in the presence of
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multiple radios. Examples of such protocols are the multichannel
carrier sense multiple access (MCSMA) [24], interleaved carrier sense
multiple access (ICSMA) [8], and the two-phase time division multiple
access (2P-TDMA) [26]. These protocols utilize multiple channels
simultaneously and also attempt to solve the media access issue in
MR-WMNs.

1.5.3 Routing Protocol Design Issues

Another important issue in designing an MR-WMN is the design of
routing protocol that depends on the design of the WMN architecture
and in some cases it also depends on both the network’s application
and the deployment scenario. The routing protocol design can be
classified into several categories based on: (a) the routing topology,
(b) the use of a routing backbone, and (c) the routing information
maintenance approach. Based on the routing topology, routing proto-
cols can be designed either as a flat routing protocol or as a hierarch-
ical routing protocol. In hierarchical routing, a routing hierarchy is
built among the nodes in such a way that the pathfinding responsibil-
ity is delegated to higher-level nodes in the hierarchy when the lower
level nodes fail to obtain a path, e.g., hierarchical state routing (HSR)
[11]. On the other hand, a flat routing system does not have any inbuilt
hierarchies and each node has equal responsibility to find a path to the
destination and to participate in the pathfinding process of other
nodes. The chosen path may include any arbitrary node in the net-
work without following any particular node hierarchy. Second design
category is routing based on routing backbones and is classified into
tree-based backbone routing, mesh-based backboneless routing, and
hybrid topology routing. Unlike a wireless ad hoc network, a WMN is
relatively static or has limited mobility network; therefore, in order to
increase the routing efficiency, a routing backbone can be built. An
example of this routing approach is the WMN routing performed by
the IP routing mechanism over a spanning tree protocol (STP)-based
tree backbone [10]. In the case of STP, the link layer will form a tree
topology among the WMN nodes similar to a wireless distributed
system (WDS) [12] and at the network layer, routing is carried out
by traditional IP-based routing method. Although this is one of the
simplest approach for WMNs, it has several issues such as poor
reliability and lack of network scalability. On the other hand, routing
protocols designed for and implemented at the network layer may
follow a backboneless mesh routing approach. A third approach is
to use a network layer backbone-topology, a subset of the nodes
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forming a mesh-like backbone within the WMN, optimized for certain
parameters such as throughput, channel quality, or network scalability
can be used for aiding a backboneless mesh routing protocol. Such a
routing approach that uses a dynamic backbone topology at certain
specific segment of the network is called a hybrid topology routing
protocol. Finally, routing protocols can be designed on the basis of the
routing information maintenance approach. Examples of such routing
schemes are proactive or table-driven routing protocols, reactive or
on-demand routing protocols, and hybrid routing protocols. In the
case of proactive or table-driven routing approach, every node
exchanges its routing information periodically and maintains a routing
table, which contains routing information to reach every node in the
network. Examples of routing protocols that use this design approach
are DSDV [13], WRP [14], and STAR [15]. On the other hand, in the
reactive or on-demand routing approach, a node requests routing
information and maintains the path information only when it needs
to communicate with another node. Some of the routing protocols,
based on this approach, are AODV [16], dynamic source routing (DSR)
[17], and multiradio link quality source routing (MRLQSR) [20]. Finally,
the hybrid routing protocols take benefit of both the table-driven and
on-demand routing approaches. An example of such a hybrid routing
approach is the zone routing protocol (ZRP) [18], which employs a
table-driven routing approach within a zone and on-demand approach
beyond the zone. That is, every node uses proactive approach within a
k-hop routing zone and employs a reactive routing approach beyond
the routing zone.

1.5.4 Routing Metric Design Issues

In addition to designing a routing protocol, another important issue is
the design of a routing metric. A routing metric is the routing param-
eter, weight, or value that is associated with a link or path, based on
which a routing decision is made. Hop count is the simplest routing
metric and is an additive routing metric. Due to the special character-
istics of WMNs, hop count as a routing metric performs very poorly.
Therefore, the design of routing metric is very important in MR-WMNs.
The routing metric plays a crucial role in the performance of a routing
protocol and the design of routing metrics should take several factors
such as (i) the network architecture, (ii) the network environment, (iii)
the extent of network dynamism, and (iv) the basic characteristics of
the routing protocol into account, in order to design an efficient
routing protocol for WMNs. First, the architectural property of the
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network needs to be considered for designing the routing metric. For
example, the network may be designed based on either a flat topology
architecture or a multitiered hierarchical architecture. In addition,
the architectural design may include an infrastructureless network,
partially infrastructure-supported network, or an infrastructure-
supported network. The routing metric to be designed should take
the architectural design of the network into account. Second import-
ant factor to be considered is the network environment. For example,
due to the presence of location-dependent contention, highly fluctu-
ating and unpredictable channel conditions, and high bit error rate
(BER), the characteristics of a WMN environment is radically different
from that of a wired network. Therefore, the design of routing proto-
col and routing metric should take the specific network environment
into account. Another important input for designing a WMN is the
extent of the network dynamism due to the mobility experienced by
the network. For a WMN designed for static nodes or for nodes with
very low mobility, proactive protocols may be suitable whereas on-
demand routing approach is suitable for a WMN that handles high
mobility nodes. Finally, in order to design an efficient routing metric,
the basic characteristics of a routing approach is important. For
example, while a nonisotonic* routing protocol works well with an
on-demand source-routing-based routing protocol, it may fail or per-
form poorly due to the formation of routing loops when used with a
table-driven hop-by-hop routing protocol.

The design objectives for a routing protocol and metric are: (i)
resource efficiency, (ii) throughput, (iii) freedom from routing loops,
(iv) route stability, (v) quick path setup capability, and (vi) efficient
route maintenance.

The challenges for designing routing protocols for MR-WMNs are:
(a) interradio interference, (b) interflow interference, (c) intraflow
interference, (d) hidden terminal node problem, (e) exposed terminal
node problem, (f) location-dependent contention, and (g) highly
dynamic channel characteristics.

1.5.5 Topology Control Design Issues

Thenetworkperformance in aWMNis affectedby thenetwork topology,
and by controlling the network topology the network performance can

* Isotonicity is the property of a routing metric that guarantees freedom from
routing loops.
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be improved. Topology control is defined by the network’s capability to
manipulate itsparameterssuchas the locationofnodes,mobilityofnodes,
transmission power, the properties of the antenna, and the status of the
network interfaces. The topology can be controlled either as a one-time
activity during the network initialization phase or as a periodic activity
throughout the duration of the network lifetime. Effective use of the
network topology control can help to improve the capacity. In practice,
node locationandmobility arenotunder thedirect controlof thenetwork
system leaving the remaining factors suchas transmissionpower, antenna
properties, and the statusof thenetwork interface cards. Theobjectivesof
topology control mechanisms are connectivity, capacity, reliability and
fault tolerance, and network coverage. Section 1.9 provides a detailed
description of the objectives of topology control.

1.6 LINK LAYER SOLUTIONS FOR MULTIRADIO
WIRELESS MESH NETWORKS

Network scalability is the single most important problem that plagues
the large-scale WMNs. The primary reasons behind the lack of net-
work scalability in a WMN are: (i) half-duplex character of the WLAN
radios, (ii) inefficient interaction between the network congestion and
suboptimal congestion avoidance phase at different layers of the
protocol stack, (iii) collision due to hidden terminal problem, (iv)
resource wasted due to exposed terminal problem and the location-
dependent contention, and (v) the difficulties in handling a multi-
channel system. Some of the above-mentioned problems can be
solved by an MR-WMN. However, they face several challenges such
as (i) adjacent radio interference, (ii) dynamic management of
spectrum resources, and (iii) efficient management of multiple radio
interfaces. The adjacent radio interface problem refers to the interfer-
ence caused by one radio interface to the other radio interfaces on the
same node. The only way to mitigate this problem is to modify the
mechanical design of the nodes to provide enough separation of
the antennas or network interface cards. The dynamic spectrum
management can be provided by intelligently choosing the most
appropriate channel for communication between nodes. The man-
agement of multiple radio interfaces refers to the activity by which the
higher layer protocols could use the desired radio interface that is
appropriate for communication. There exist several link layer solu-
tions such as multiradio unification protocol (MUP) that is discussed
in detail in Section 1.6.1.
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1.6.1 Multiradio Unification Protocol

The MUP [21] is a link layer solution to provide a virtual layer that
controls multiple radio interfaces in order to optimize local spectrum
usage in MR-WMNs. The main design goals of MUP for efficient
spectrum management are: (i) to minimize hardware modifications,
(ii) to avoid making changes to the higher layer protocols, (iii) to
operate with legacy (non-MUP) nodes, and (iv) to not depend on
the global topology information.

The MUP provides a single virtual interface to the higher layers by
providing an architectural solution for concealing the multiple phys-
ical interfaces and channel selection mechanisms for choosing an
appropriate channel for communication between nodes. MUP is
implemented in the link layer and therefore network layer and other
higher layers need not have any changes to efficiently use multiple
radio interfaces. The architectural diagram of MUP is shown in
Figure 1.5. One of the primary tasks that the MUP layer does is
monitoring the channel quality between a node and its neighbors
such that the node can choose the best possible interface for commu-
nicating with a particular neighbor. In order to virtualize multiple
radio interfaces having a different MAC address, MUP uses a virtual
MAC address that effectively conceals the multiple physical address.
Therefore, the physical layer appears, to the higher layers, as a single
interface. The complexity of choosing which radio interface to use for
transmitting a particular packet to a neighbor lies with MUP. At net-
work start-up, every node tunes its radio interfaces to orthogonal
channels and this channel setting on an interface is permanent.

...

ARP

NIC 1 NIC 2 NIC 3 NIC 4 NIC n

IP and above 

V-MAC

Channel selection module
MUP MUP MUP

Neighbor module

Figure 1.5 A representation of the MUP architecture.
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Therefore, channel selection or switching refers to selection or switch-
ing of radio interfaces, respectively. It is, therefore, a significant require-
ment to have every node in the network to use the same set of
orthogonal channels for its interfaces. This, however, leads to a limita-
tion where the number of radio interfaces that can be attached to any
node in the network, as per MUP, limited by the number of orthogonal
channels in the system. For example, if the WMN uses an IEEE 802.11b-
based system, there exist only three orthogonal channels (channels 1, 6,
and 11 out of a total of 11 channels in North America). MUP employs
two different schemes for the selection of radio interfaces (or channel as
each interface is statically assigned a channel) that are named MUP-
Random and MUP-Channel-Quality schemes. According to the
MUP-Random scheme, which is the basic scheme, a node randomly
chooses an interface for transmitting a packet with a destination node.
Such a random selection of a radio interface has both advantages and
disadvantages. Advantages include the following: (i) it is simple to
implement, (ii) it does not require channel state information, and (iii)
it provides a system-wide uniform distribution of traffic across the
available interfaces. Some of the disadvantages are that a channel
which is already congested may be chosen over other idle channels
for transmission between a sender–receiver pair and thus may lead to a
degraded link level throughput and performance. The MUP-Channel-
Quality scheme is designed to maintain the channel state information
(also referred to as channel quality metric) between nodes and choose
the best possible channel based on the channel state information. The
channel quality metric is derived from the neighbor table that is main-
tained by the MUP table (see Figure 1.5). Figure 1.5 also depicts the
MUP neighbor table module and the MUP channel selection module.
Probe messages are transmitted over each interface to the neighbors
periodically and the round-trip delay on link is estimated. The use of
probe messages enables the MUP layer to obtain the channel state
information independently. For example, between two nodes A and
B, the channel to beused for a transmission fromnodeA toB maynot be
the channel used for transmission from node B to A. MUP comprises
two major modules: (i) a neighbor module and (ii) a channel selection
module. The neighbor module maintains the neighbor table and pro-
vides a classification of neighbors. On the other hand, the channel
selection module makes the decision on the channel to be used for
communicating with a neighbor node.

The MUP neighbor module maintains the MUP neighbor table that
contains the following information for each of the node’s neighbors:
(i) node identifier (in most networks, the IP address) of the neighbor
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node, (ii) MUP status field (indicating whether the neighbor node is
MUP-capable), (iii) MAC address list (list of MAC addresses associated
with the neighbor node), (iv) channel quality list (channel quality
values for each interface), (v) preferred channel identifier (current
preferred channel with the neighbor node), (vi) selection time (the
time instant at which the last channel selection is made), (vii) packet
time (the time instant at which the last packet is transmitted to, or
received from, the neighbor node), and (viii) probe time list (list of
time instants for unacknowledged probe messages). In the MUP
neighbor table, every neighbor has an entry with details on the
above-mentioned fields. Initially, when an MUP-enabled node initi-
ates communication, it assumes that every node is a legacy node and
therefore, chooses address resolution protocol (ARP) for identifying
the number of interfaces and the MUP status of neighbor nodes and
therefore, it broadcasts an ARP request over all interfaces. Upon
reception of any ARP packet, the MUP layer gleans MAC address
information present, if any. Also, when the MUP layer receives a link
layer packet with broadcast address from higher layers, it broadcasts
the packet over all interfaces. When an ARP packet’s destination node,
irrespective of its status as MUP-enable or otherwise, receives an ARP
packet, it originates a response packet containing the MAC address
corresponds to the network address through which it receives the ARP
packet. A legacy node with multiple interfaces may reply with mul-
tiple ARP packets each containing the corresponding MAC address.
Upon successful ARP packet exchanges, an MUP discovery process is
conducted to identify if a neighbor node is MUP enabled. During
this process, an MUP-channel select (MUP-CS) packet is sent over all
the interfaces to the chosen neighbor node. In response to the MUP-
CS packet, an MUP-enabled node will reply with an MUP-channel
select acknowledgment (MUP-CSACK) packet and a legacy node will
refrain from sending any packet. Appropriate timeout mechanisms are
used for MUP-CS packets to detect legacy nodes. Hence, after the
initial ARP packet exchanges and MUP discovery process, the sender
node detects if a neighbor node is single interface non-MUP node,
multi-interface non-MUP node, or MUP-enabled node. The neighbor
table information for a particular node is removed after a long period
of time without any traffic between a pair of nodes. This is done to
keep the neighbor table off stale entries. The neighbor discovery
process is initiated before beginning further communication with
such a neighbor.

When two nodes detect each other as MUP-enabled nodes, they
periodically exchange channel quality information of all the channels
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they use. The MUP channel-selection module chooses the appropriate
channel based on the MUP-Channel-Quality-based channel selection
mentioned earlier. Each node chooses and maintains the channel
quality information for all the interfaces by exchanging probe mes-
sages between neighbors. The round-trip delay experienced by the
probe messages is used as the channel quality metric. This round-trip
delay includes the delay due to MAC protocol contention, traffic load,
interferences on the channel, packet collisions, queuing, and process-
ing delay at both the end nodes. In order to reduce the queuing delay,
which in general could be very high at a heavily loaded node, MUP
provides high priority for probe packets either by placing the packet
at the head of the que or by using priority-provisioning mechanisms
defined in MAC protocols such as IEEE 802.11e. This requirement of
high-priority provisioning for probe packets also leads to problems in
protocols, which do not support priority in the normal operation.
Popular examples of such protocols are IEEE 802.11b/a/g. In order
to estimate the channel quality of a particular channel, a node peri-
odically transmits MUP-CS packets to its neighbors. The MUP-CS and
MUP-CSACK carries sequence number for detecting lost probe
packets. In response to the MUP-CS packets, neighbor nodes imme-
diately reply with MUP-CSACK packets. Upon reception of the MUP-
CSACK packets, a node estimates a smoothed round-trip time (SRTT)
as SRTT ¼ b � RTT þ (1 � b) � SRTT where RTT is the round-trip
time of the most recent MUP-CS–MUP-CSACK exchange. MUP also
considers lost probe packets into the SRTT measurements by adding a
loss penalty of three times the current SRTT value. When nodes
change channels, there is a possibility for simultaneous change of
multiple channels. MUP utilizes a random interval averaging about
several tens of seconds to initiate the process of channel switching.
Typical value used for the period of channel quality measurement
is 0.5 s. One important issue to be considered while switching chan-
nels is the packets that are already in the que of the old channel. This
transition from old to a new channel could lead to packet reordering
and hence it may significantly affect the throughput at the application
layer protocols such as TCP. In order to avoid this, MUP waits until the
que of the old channel drained completely before beginning trans-
mission onto a new interface. The MUP-Channel-Quality-based chan-
nel selection mechanism found to be providing approximately more
than 50% higher throughput when compared with MUP-Random [23].

The advantages of MUP include the following: (i) it can work with
legacy nodes that have either a single interface or multiple interface
without MUP, (ii) it removes the higher layers in the protocol stack
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from knowing the complexities in handling multiple radio interfaces,
and (iii) it improves the spectrum efficiency and system throughput.
Some of the disadvantages include the following: (i) the channel
assignment is coarse and hence MUP may not make the best use of
the available orthogonal channels, (ii) the requirement of prioritized
queuing for the probe packets makes MUP unusable with WMNs
based on popular MAC protocols such as IEEE 802.11b, IEEE
802.11a, and IEEE 802.11g, and (iii) MUP makes a local decision on
choosing a channel and that may sometimes be suboptimal as far as
global resource usage is concerned. Another issue with MUP is the
allocation of orthogonal channels for the nodes in the network. Since
the network has multiple orthogonal channels, it becomes necessary
for a new starting-up node to find out which channels are to be
assigned for its interfaces in order to communicate with the rest of
the network.

1.7 MEDIUM ACCESS CONTROL PROTOCOLS FOR
MULTIRADIO WIRELESS MESH NETWORKS

The design of MAC protocols is important in MR-WMNs compared to
the single-radio WMNs because of additional challenges faced by the
former. This section presents a few of the recently proposed MAC
protocols for MR-WMNs. These protocols are the MCSMA [24], the
ICSMA [8], and the 2P-TDMA [25]. These protocols are explained in
detail in Section 1.7.1 through Section 1.7.3.

1.7.1 Multichannel CSMA MAC

The MCSMA MAC protocol [24], is similar to an FDMA system. In this
medium access scheme, the available bandwidth is divided into non-
overlapping nþ 1 channels, i.e., n data channels and a control channel.
This division is independent of the number of nodes in the system. A
node that has packets to be transmitted selects an appropriate data
channel for its transmission. When a node is idle, i.e., not transmitting
packets, it monitors all the n data channels and all the channels for
which the total received signal strength (TRSS), estimated by the sum of
various individual multipath components of the signal, below a sensing
threshold (ST) are marked idle channels. When a channel is idle for
sufficient amount of time, it is added to the free channel list.

The packet transmission mechanism of MCSMA protocol is as
follows. When a potential sender node receives data packets to be
transmitted, it checks in its free channel list. If the free channel list is
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not empty, the sender checks whether the channel on which it suc-
cessfully transmitted the most recent packet is included in the list. If the
most recently used channel is already present in the free channel list,
the sender begins transmission on that channel. If the free channel
list is empty, it waits for a channel to be idle. Upon detecting an idle
channel, the sender waits for a long interframe space (LIFS) followed
by a random access back-off. After the back-off period, sender checks
the channel again and, if the channel is still idle, it begins transmission
on that channel. In the event that the most recently used channel is not
present in the free channel list, the sender randomly chooses a chan-
nel from among the idle channels. Even in such cases, the sender waits
for the channel to be idle for LIFS time. During this LIFS or the back-off
time, if the TRSS of the channel exceeds ST, then the back-off process
is canceled and a new back-off process is begun when the TRSS of the
channel goes below ST. As mentioned earlier, if a channel is used for a
successful transmission, it is given priority when another transmission
is intended. Therefore, when n > N, where n is the number of data
channels and N is the number of nodes in the system, then there is
a soft channel reservation. This channel reservation is implicitly
provided by the free channel preference system.

The MCSMA scheme alleviates the exposed terminal problem and
permits simultaneous packet transmission sessions waiting the broad-
cast region. This contributes to a high throughput when MCSMA is
applied in WMN systems.

1.7.2 Interleaved Carrier Sense Multiple Access

The ICSMA [8] is another novel multichannel medium access protocol.
This is designed to overcome one of the main disadvantages, i.e.,
exposed terminal problem, which is present in the single-channel
carrier sense-based MAC protocol. In a topology similar to that
shown in Figure 1.6, when there is an ongoing transmission between
nodes 3 and 4, other nodes in the network, i.e., nodes 2 and 6 are not
permitted to transmit to nodes 1 and 5, respectively. This is because of

1 2 4 63 5

Data sessionExposed sessions

Figure 1.6 Motivation behind ICSMA protocol.
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two reasons: (a) any simultaneous transmission from node 2 is pre-
vented by its own carrier sense mechanism and (b) the acknowledg-
ment packet received by node 3 may also be collided by the
transmission from node 2. Similarly, node 6 is prevented by transmis-
sion because the acknowledgment packet originated by node 5 may
collide with the data packet reception at node 4. Therefore, the nodes
2 and 6 are designated as sender-exposed and receiver-exposed [8]
nodes, respectively. ICSMA is a two-channel system with similar
packet exchange, RTS–CTS–DATA–ACK, as that of CSMA/CA. Com-
pared to the CSMA/CA scheme [12], the handshaking process is inter-
leaved between the two channels. For example, if a sender transmits
RTS on channel 1 and if the receiver is willing to accept the request, it
sends the corresponding CTS over channel 2. If the sender receives
the CTS packet, it begins the transmission of DATA packets over
channel 1. Again the receiver, if the data is successfully received,
responds with ACK packet over channel 2. Figure 1.7a illustrates the

C 2

C 1 

C 1 

C 2

RTS

CTS

DATA

ACK

TimeR

S

(a) Interleaved packet transmission in ICSMA

(b) Simultaneous data transmission between two nodes
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Figure 1.7 Operation of ICSMA protocol.
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interleaved operation of ICSMA when a sender node (S) initiates an
RTS packet to a receiver node (R). Figure 1.7b shows the simultaneous
transmission capability between nodes A and B. This simple mechan-
ism of interleaving carrier sense enhances the throughput achieved by
the two-channel WMNs. The ICSMA uses an extended network allo-
cation vector (ENAV) for determining whether a particular channel is
free for transmission. The ENAV is an extended form of the NAV used
for CSMA/CA schemes.

This protocol improves performance by alleviating the exposed
terminal problem. There are two main reasons behind the perform-
ance improvement of this protocol. (1) If a node receives RTS on
channel 1, and does not receive CTS on channel 2, then it can
understand its sender-exposed status. Therefore, if it needs to initiate
another session with an RTS packet, it uses channel 2 to transmit the
RTS packet. (2) If a node hears only CTS packet on any channel (say
channel 1), and had not heard the corresponding CTS on channel 2, it
realizes that it is a receiver-exposed node. Therefore, this node can
now initiate a new RTS–CTS session on channel 1. Hence, interleaving
the packet transmission across channels helps improve the throughput
achieved by WMN nodes.

1.7.3 Two-Phase TDMA-Based Medium Access Control Scheme

The 2P-TDMA-based MAC protocol [26] is designed to provide an
efficient MAC in a single channel, point-to-point, wide area WMN
(WAWMN) with multiple radios and directional antennas. In
WAWMNs, the main objective of using multiple radios is to improve
spectrum reuse by simultaneously operating the radios connected to
directional antennas. As mentioned in Section 1.7, the CSMA/CA
performs extremely poor in multihop wireless networks such as
ad hoc wireless networks and WMNs [25,26]. Even with the use of
directional antennas with high directionality, CSMA/CA fails to pro-
vide simultaneous operation across multiple interfaces. Figure 1.8
shows an example scenario with two receivers and a central transmit-
ter in a WAWMN. The central node (node 1 in Figure 1.8) has highly
directional antennas as that of both nodes 2 and 3. Contrary to the
popular notion that the two links, 1 ! 2 and 1 ! 3, can transmit or
receive simultaneously, in practical situations it is not possible to
provide error-free simultaneous communication when CSMA/CA, in
its original form, is employed. Consider the case of simultaneous
transmission (SynTx) where the central node 1 in Figure 1.8 attempts
to simultaneously transmit to nodes 2 and 3 over interfaces 1.A and 1.B,
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respectively. There are two issues in this case: (a) the network inter-
face that first initiates the packet (e.g., 1.A) will result in carrier sensing
at the other network interface (1.B) on the same node even if they are
placed several meters apart and (b) even if the interfaces 1.A and 1.B
simultaneously begin transmission of their DATA packets without
leading to mutual carrier sensing and subsequent back-off, the inter-
face at node 1, which first finishes its transmission, may experience
collision of its ACK packet. This is because the interface that finishes
transmission expects an ACK packet and this ACK packet may experi-
ence a collision by the ongoing transmission on the other interface.
Therefore, the efficient SynTx operation is not feasible. Now consider
simultaneous reception (SynRx) on both interfaces at node 1. Here,
both interfaces 1.A and 1.B at node 1 receive their data packets from
nodes 2 and 3, respectively. However, the interface that finishes
reception first (e.g., 1.A) begins transmission of its ACK packet after
a time duration of interframe space (IFS) and this ACK packet may
collide with the possible reception at the other interface (1.B). There-
fore, the use of CSMA/CA in WAWMNs with directional antennas
results in poor spectrum usage irrespective of the use of multiple
radio interfaces.

The 2P-TDMA is developed to achieve simultaneous synchronous
operation (SynOp) and is basically a TDMA MAC protocol without
strict time synchronization requirement. The key differences, in com-
parison with the CSMA/CA protocol are: (a) the removal of immediate
MAC-level ACK and (b) removal of carrier sensing at each interface.
The higher layer protocols hold the responsibility of recovering from
the packet errors. According to this protocol, every node is always in
one of the two phases, SynTx or SynRx, and each node switches

Node 1

Node 2 Node 3

Interface 1.A Interface 1.B

Figure 1.8 Example topology for 2P-TDMA.
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between these two phases. The key idea here is that when node 1, in
the above example, switches over to SynTx mode, its neighbors,
nodes 2 and 3, are expected to be in SynRx mode. This means that
the switching process is to be synchronized for maximal performance.
This demands the network topology to be bipartite graph. Even in a
bipartite graph, achieving synchronization is important to operate in
collision-free way. There are two main constraints in achieving a strict
synchronization: (a) high global synchronization overhead in a multi-
hop wireless network and (b) the high RTT involved in WAWMNs.
Therefore, in order to provide a bandwidth efficient operation,
2P-TDMA utilizes loose synchronization instead of tight time synchron-
ization. The loose synchronization is obtained purely by local decisions
without involving bandwidth overhead. Every node in SynRx phase
waits for the end of transmission and switches immediately to SynTx
phase (starts transmission on all its interfaces) after noticing the end of
transmission. In addition, every node in SynTx phase switches over to
the SynRx phase after the end of transmission. These two simple steps
achieve near synchronization, which may avoid two kinds of collision
possibilities: (i) collision happened at a node due to the mixed oper-
ation on its interfaces (simultaneous transmission and reception on
multiple interfaces, also known as mixed TxRx operation) and (ii)
simultaneous SynTx phase at both the edges of a given link leading to
simultaneous transmission in both directions.

It is likely that collisions or packet losses arising out of interference
may lead to loss of synchronization in a 2P-TDMA system. Therefore,
to avoid indefinite deadlocks, a timeout mechanism is introduced in
the SynRx phase where upon timeout, if there is no signal activity from
at least one of the neighbor nodes, the node in SynRx phase switches
to SynTx phase. The timeout value is chosen to be a value higher than
the length of the SynRx phase. Generally, the value for time-out is
chosen as 1.25 � TSynRx where TSynRx is defined as the duration or
SynRx phase or the time duration for which the node receives from
neighbors. Another issue that may seriously affect synchronization in
2P-TDMA is the simultaneous out of synchronization at the nodes in
the network. For example, the end nodes on a link may experience
exact overlap of their SynTx or SynRx phases. In order to avoid this,
the timeout value is perturbed by a small random value. This perturb-
ation in timeout results in one of the timer times out faster. For
example, assume nodes 1 and 2 are now overlap asynchronously
(strict overlap of SynRx and SynTx phases) and due to the perturb-
ation in the timeout values, one node may switch faster (say nodes
1 and 2 finishes SynTx at time t1 and t2 where t2 > t1) and switches
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over to SynRx phase. Assuming a constant duration (TSynRx) for SynRx
phase for both nodes 1 and 2, both nodes switch over to SynTx phase
at t1þ TSynRx and t2þ TSynRx, respectively. Again, since t1þ TSynRx< t2þ
TSynRx, there exists a short time duration after node 1 switches over to
SynTx while node 2 remains in the SynRx phase. According to the
synchronization rule, node 2 detects the signal from node 1 and hence
remains in the SynRx phase until the transmission from node 1 ends.
After the end of SynTx phase of node 1, it switches over to SynRx and
at the same time node 2 detects the end of signal, which leads to
switching of node 2 to SynTx and synchronization.

The primary advantages of 2P-TDMA protocol include high
throughput achieved in a WAWMN and the efficiency in using multiple
radios over a single channel. Disadvantages of 2P-TDMA include the
inability of the protocol to operate in a general WMN network.

1.8 ROUTING PROTOCOLS FOR MULTIRADIO
WIRELESS MESH NETWORKS

In addition to the architectural design and MAC protocol design, the
performance of a WMN in general and an MR-WMN is affected by the
design of the routing protocol and the routing metric. This section
presents a number of recent routing protocols and routing metrics
designed for single-radio and MR-WMNs.

1.8.1 New Routing Metrics for Multiradio
Wireless Mesh Networks

Choosing the best performing routing metric in a WMN is difficult
because of the three major factors present in a WMN. These factors
that affect routing performance are: (i) relay-induced load, (ii) asym-
metric wireless links, and (iii) high link loss. Due to the asymmetry of
the links and high link loss, the shortest path routing seldom performs
better. In this WMN environment, the expected transmission count
(ETX) [19] routing metric is found to be a suitable routing metric to
achieve high throughput. The ETX routing metric is designed to find a
path based on (i) the packet delivery ratio of each link, (ii) the
asymmetry of the wireless link, and (iii) minimum number of hops.
The above-mentioned objectives add to advantages such as energy
savings and spectrum usage.

The ETX routing metric helps an underlying routing protocol such
as DSR [17] and DSDV [13] to find a path that provides a much better
throughput performance. This ETX metric has the additive property
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and hence can be incorporated into other, traditionally shortest path-
based, on-demand or table-driven routing schemes with minimal
changes to the routing protocol. The ETX of a link is estimated as
the expected number of transmissions required for successfully trans-
mitting a packet over that link. Since ETX is an additive metric, the
ETX of an end-to-end path is defined as the sum of the ETX of each of
the links in that path. The ETX of a link is estimated by the following
equation:

ETX ¼ 1

FDR� RDR
(1:1)

where FDR and RDR are the forward delivery ratio and reverse deliv-
ery ratio, respectively. The FDR is the estimated value of the probabil-
ity of a data packet successfully received at a receiver over a given
link. Similarly, the RDR is the estimation of the probability of the ACK
packet successfully received at the sender of the data packet over a
given link. In Equation 1.1, the denominator term of the RHS, contain-
ing the product of FDR and RDR, represents the expected probability
of a successful data packet transmission and the ACK packet transmis-
sion. The ETX value of a given link provides the average number of
transmission attempts to be made for sending a packet successfully
over a given link. Each node periodically broadcasts short probe
packets once in every T seconds. Every receiver node collects these
probe packets for a period Pwindow. An empirical method is used for
choosing the Pwindow for optimization and experiments [19] found that
a value of Pwindow ¼ 10 � T performs well.

The packet delivery rate is obtained by Probe count(Pwindow)
Pwindow=T

where probe

count (x) refers to the number of probes receivedduringwindow x. On a
link formed between nodes A and B, (A! B), node A estimates the RDR
and node B estimates the FDR. Node B includes its measured value of
FDR from the last Pwindow duration, estimated for each of its neighbors, in
its periodic probe packets. Upon receiving the probe packets, node A
estimates both FDR and RDR and proceeds with the calculation of ETX
for the A! B link. When a particular node receives a probe packet from
its neighbor, it estimates both FDR and RDR. The periodicity of probe
packets could lead to the large-scale collision of probe packets when the
transmission times are synchronized. Therefore, to avoid the possible
synchronizationof probepacket transmission schedule, a random jitter is
added to the periodicity of the probe packets. A typical value for the jitter
is taken as +0.1 � T.
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Some of the advantages of ETX routing metric include its high
throughput and efficiency. The ETX routing metric saves resources
such as spectrum and energy. Some of the disadvantages of ETX
metric include the following: (1) the ETX may not work efficiently
when the traffic load is high. When traffic load is very high, the probe
packets may either be lost or queued. (2) Adding a separate queue for
the probe packets may prevent this protocol from being used with
popular MAC and routing protocols. (3) When nodes are mobile, ETX
calculation may not be correct for a specific duration and ETX
routing metric depends on the underlying routing protocol to quickly
reconfigure path and or communicate the correct ETX value to each
neighbor.

1.8.2 Multiradio Link Quality Source Routing

The multiradio link quality source routing (MRLQSR) [20], an extension
of the DSR protocol, is designed to work with MRWMNs. The main
contribution of MRLQSR is the use of a new routing metric called
weighted cumulative expected transmission time (WCETT). The
WCETT tries to avoid shortest path routing in an MRWMN environment.
The major modules in the MRLQSR protocol are: (i) a neighbor discov-
ery module, (ii) link weight assignment module, (iii) link weight infor-
mation propagation module, and (iv) pathfinding module. The
neighbor discovery and link weight information propagation modules
are similar to the DSR protocol whereas the link weight assignment and
pathfinding modules differ from DSR. While DSR assigns equal weights
to all links, MRLQSR assigns link weights in a better way to improve
performance. The link weight assigned by the MRLQSR is proportional
to the expected amount of time necessary to successfully transmit a
packet through that link. This expected transmission time essentially
depends on the link data rate and the packet loss rate. In addition, while
DSR utilizes a shortest path routing based on an additive hop count-
based routing metric, MRLQSR uses WCETT as the routing metric.

The main design philosophy behind the WCETT routing metric is
to obtain a link cost metric that represents the following properties: (i)
loss rate and the bandwidth of a link, (ii) a nonnegative link cost, and
(iii) consideration of the cochannel interference. The WCETT routing
metric for a path is estimated by the following equation:

WCETT ¼ (1� a)�
X

L

i¼1

ETTi þ a� max
1#j#k

Tj (1:2)
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where ETTi is the expected transmission time (ETT) of link i in a path
of length L, a is a tunable parameter that ranges from 0 to 1, and Tj is
the sum of the transmission times on a particular channel j. The value
of ETT is taken as ETT ¼ ETX � S

B where ETX is the expected trans-
mission time, S denotes packet length, and B refers to the bandwidth
of the link. The value of ETX is obtained using the packet-probing
mechanism. Equation 1.2 has mainly two parts. The first is provided
by the sum of ETTs of every link on the path and is representing
the end-to-end delay factor. This end-to-end delay factor essentially
provides the approximate value of the end-to-end delay that a par-
ticular packet may face. The second part is the channel diversity factor
that reduces the chance of a link, which uses a heavily used channel
from being included in the path. The value of Tj can be obtained as
follows:

Tj ¼ 81 � j � k

X

Link i 2 L uses channel j

ETTi (1:3)

where k is the number of channels in the system and L is the path
length. Generally, the path bandwidth is upper-bounded by the
bottleneck link, which has the lowest bandwidth. The channel diver-
sity factor reduces the chance of choosing a path that has bottleneck
links. The tunable parameter a provides a balance between the factor
that reduces the end-to-end delay and the second factor, which
reduces the bottleneck links. Figure 1.9 illustrates an example of the
operation of the MRLQSR protocol. In this example, a 15-node net-
work in which each node has two radio interfaces. Each radio inter-
face can operate in either channel 1 (Ch 1) or channel 2 (Ch 2) as
marked in the figure. When the source node (node 1) decides to find a
path to the destination node (node 12), it initiates a pathfinding
process by transmitting a route request (RREQ) packet. This pathfind-
ing process is similar to DSR protocol. When an intermediate node
forwards a RREQ packet, it attaches the ETT value and channel infor-
mation for the link through which the packet is received and forwards
the packet again to the neighbors. When the RREQ packet reaches
the destination, node 12, it contains the ETT values and channel infor-
mations for all the links on that path. The destination node upon
receiving the RREQ replies using a route reply (RREP) over the path
through which the RREQ is received. The RREP contains all informations
received through the RREQ. Figure 1.9 shows that the path between
nodes 1 and 12 has three choices. These path choices are 1–2–3–7–8–12,
1–5–4–12, and 1–6–10–12. When Node 1 receives information about
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these three paths, it chooses an appropriate path based on Equation 1.2.
Figure 1.10 shows different path choices and the corresponding ETT
values. The estimated values for WCETT for each path choice can be
calculated as shown in Table 1.3.
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Figure 1.9 An example of MRLQSR protocol operation.
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Figure 1.10 The path choices between nodes 1 and 12 and the ETT values.
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Path 1 has a path length of five hops, an end-to-end delay factor of
45 units, and a channel diversity factor of 27 units. Paths 2 and 3 have
only three hops each and their end-to-end delay factor turns out to be
28 and 24, respectively. Since paths 2 and 3 have got different channel
diversity factors, the WCETT may differ based on the value of a. For
example, if a is chosen as 0.2, the WCETT will be computed for
paths 2 and 3 as 26.2 and 24.2, respectively, and the chosen route
will be path 3. When the value of a ¼ 0.8, the WCETT becomes 20.8
and 24.8 for paths 2 and 3, respectively, and in such a case path 2 will
be preferred. The choice of a is not fixed by the protocol and could
either be decided by the network operator as a fixed parameter or
be made variable in a dynamic way based on the network load.
Researchers found that at high network load, lower value of a pro-
vides better network throughput [20].

The main advantage of MRLQSR is the improved throughput per-
formance compared with the throughput achieved by other multiradio
routing metrics such as ETX. This throughput advantage results from
the fact that MRLQSR considers a trade-off between end-to-end delay
and the path throughput for the candidate paths. According to the
experiments conducted in an experimental static two-radio-limited
WMN test bed [20], it was found that WCETT outperforms ETX routing
metric by about 80%. One of the significant disadvantages is that
MRLQSR does not consider the important aspect of channel interfer-
ence on neighboring links. For example, the estimation of channel
diversity factor does not consider the relative positions of the usage of
the same channel. In addition, the use of multiple radios on a single
node may consume additional power and hence the routing metric
should effectively look into energy-efficient routes when used in
mobile WMNs. Therefore, MRLQSR may underperform when used in
a WMN with limited mobility. In addition to the above disadvantages,
the WCETT can cause loop formation within a network. Although
WCETT may not form routing loops when used with on-demand

Table 1.3 Estimated Values of WCETT

No. Path SETTi Max Tj

WCETT
(a ¼ 0)

WCETT
(a¼ 0.2)

WCETT
(a ¼ 0.8)

WCETT
(a ¼ 1)

1 1–2–3–7–8–12 46 27 46 42.2 30.8 27
2 1–5–4–12 28 19 28 26.2 20.8 19
3 1–6–10–12 24 24 24 24.2 24.8 24
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routing protocols such as DSR, when used along with a distance
vector routing protocol it may, in some cases, cause loop formation.

1.8.3 Load-Aware Interference Balanced
Routing Protocol

The metric of interference and channel-switching (MIC) [22] is
designed as the routing metric for load and interference-balanced
routing algorithm (LIBRA) [23]. In comparison with the WCETT rout-
ing metric, MIC also attempts to consider the intraflow and interflow
interferences while making routing decisions. The first part of the MIC
metric consists of a channel switching cost (CSC), a measure of intra-
flow interference, which for a given path p is represented as Ccs

p. The
Ccs

p is estimated at jth hop on path p as

Cp
cs ¼ wa if CHj�1 6¼ CHj

¼ wb if CHj�1 ¼ CHj

(1:4)

where 0 � wa < wb. The CSC essentially takes into account the intra-
flow interference arising out of the reuse of the same channel over
neighboring links and therefore, prefers to give a lower weight for
paths, which utilizes multiple channels. The second factor that is part
of MIC metric, interference-aware resource usage (IRU) factor, is for
the interflow interference. The IRU factor considers the amount band-
width resource consumed by the transmission over a link under consi-
deration. This is estimated for a given link k as IRUk ¼ ETTk � Nk

where ETTk, the expected transmission time, is estimated either by
the same mechanism used for WCETT routing metric or by the data
rate provided by the interface and Nk is the number of nodes affected
by the transmission over the link k. For example, the IRU factor not
only considers the expected transmission time for the transmitter of
the link, but also takes into account the neighbor nodes which when
using CSMA-based MAC protocols, wait for the transmission to be
completed. In order to obtain a route from among a set of path
choices, the MIC routing metric is estimated for each path. For a
given path k, the MIC routing metric is calculated as follows:

MICk ¼
X

node j2k

Cj
cs þ IFF�

X

link i2k

IRUi (1:5)

where IEF refers to the interflow interference normalization factor
for a network having NT number of nodes and is estimated as
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IFF ¼ 1

NT �MIN(ETT)
. Therefore, the MIC metric provides a routing

metric that can balance the effects of both the intra- and the interflow
interferences.

The primary advantages of MIC metric include the following: (i) it
provides better throughput and delay performance, (ii) it considers
intra- and interflow interference, and (iii) it considers the channel
diversity. The first disadvantage is that the MIC metric does not guar-
antee isotonicity and therefore, when used with hop-by-hop routing
protocols, routing loops are likely to be formed. Another major dis-
advantage is the high overhead that is associated with obtaining the
total number of nodes in the network. The total number of nodes in
the network is essential for estimation of routing metric, which in large
networks may become very expensive. Finally, the scalability of rout-
ing metric is affected by the requirement that every node needs to
estimate the minimum value of ETT in the network. Therefore, the
fluctuating nature of ETT affects the scalability of the routing scheme.

1.9 TOPOLOGY CONTROL SCHEMES FOR
MULTIRADIO WIRELESS MESH NETWORKS

In WMNs, topology control refers to the alteration of network top-
ology by modifying one or more parameters such as mobility, loca-
tion, transmission power, directionality of antennas, and the status of
network interfaces. This section presents the objectives of topology
control and the existing solutions for topology control in WMNs.

1.9.1 Objectives of Topology Control Protocols

The network capacity is influenced by the network topology and
therefore, altering the topology can increase the capacity and scalabil-
ity. For example, reducing the transmission power reduces the neigh-
bor node density which further influences number of nodes affected by
a single transmission, thus leading to increase in spectrum reuse. In
addition to the spectrum reuse, the number of nodes contending for a
given spectrum will be reduced with decreased transmission range,
which will further reduce the collision and congestion on the channel.
Decreasing the transmission power below the critical transmission
power may leave the network disconnected. Even if the transmission
power is above the critical transmission power, the number of neigh-
bors may not be optimal [28,29] to achieve maximum capacity. It is
important to design topology control algorithms that maintain the
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network topology in such a way that the network capacity and scalabil-
ity are maintained near optimal values. One of the novel techniques for
the backbone topology management for WMNs is the backbone top-
ology synthesis (BTS) [30] approach, which is explained in detail below.

1.9.2 The Backbone Topology Synthesis Algorithm

The BTS [30] approach provides a dynamic mechanism to manage a
backbone network in a WMN. WMNs generally employ multiple
WLAN access points that have wireless relaying capability to achieve
an extended service set (ESS). This ESS may use a nonmesh network
topology, e.g., the WDS that uses an STP in order to form a basic
communication backbone within the WMN. According to BTS, there
are three types of nodes in the network: (a) backbone nodes (BNs)
that form the communication backbone, (b) the backbone capable
nodes (BCNs), and (c) regular nodes (RNs). The BNs are those,
which take part in the current network backbone and perform back-
bone services such as control and data packet relaying for the rest of
the network. The BCNs are nodes that are capable of acting as BCs,
but may act as BCs on a case-to-case basis. The RNs are neither BCs
nor BCNs and they may not even have multiple interfaces. The RNs
can be considered as client devices. The BNs are dynamically elected
from a set of BCNs. Here every node in the WMN has two timers: (a)
short timeout timer and (b) long timeout timer. The short timeout
timer is used for beaconing, i.e., the periodic transmission of a
beacon packet that contains the node identifier, status of the node,
nodal weight, BN ! BCN indicator, associated BN’s identifier, iden-
tifier of the predecessor node, and the BN-neighbor list. The nodal
weight is a measure based on node identifier, neighbor degree,
resource capability, or any other stability metric. The purpose of
the beacon packets is to gather one-hop neighbor information and
two-hop BN topology information. In addition, though this algorithm
is originally designed to work with the BCNs and BNs having two
radios, one high power radio for inter-BN relaying and another low
power radio for BN–RN communication, the algorithm works for
MR-WMNs with two interfaces where each of them uses the same
transmission power. These beacon packets are sent over all the inter-
faces of the MR-WMN node. The long timeout timer is used for topology
reconfiguration and therefore, when the long timeout timer expires,
every node executes a set of steps. For example, the BN node exe-
cutes the BN ! BCN switching algorithm (refers to the algorithm
that helps in making the decision to switch from a BN node to BCN
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node), BCN node executes the association and BCN ! BN switching
algorithm whereas the RN executes only the association algorithm.
The BCN nodes are expected to have two interfaces, one for back-
bone connectivity among BCNs and BNs, and the other for access
connectivity for RNs. The backbone interface may be a high
power interface while the access interface is a low power interface,
though in practice both may be of the same technology, e.g., IEEE
802.11a/b/g.

The BN ! BCN conversion algorithm provides the logical
decision-making framework for a BN node A to switch from BN to
BCN. There are three main steps in this algorithm: (a) every client
associated to the BN A must have at least more than one BN neigh-
bor, (b) any two neighbors of the BN A (B and C) either are directly
connected to each other and BN A does not have the highest weight
among the three BNs (A, B, and C) or either BNs B or C indicate their
unwillingness to switch to a BCN node or have at least one additional
shared BN neighbor (BN P) and BN P is unable to switch its status or
the BN P has higher node weight compared to BN A, and (c) any one
of the BN A’s neighbor BNs (e.g., BN K) and one of neighbor BCNs
(BCN M) either are directly connected to each other and BN K
indicates its inability to switch or has a higher nodal weight than
BN A or have at least one shared BN neighbor (BN R) that indicates
its inability to switch or has higher nodal weight than BN A. The
primary requirement of the switching algorithm is to keep the net-
work connectivity intact as a result of switching and therefore, if the
above conditions are met only partially (i.e., meeting (a) and not
satisfying (b) or (c) as a result of the absence of any alternate path
between any pairs of neighbors of BN A, then BN A indicates its
inability to switch through a BN ! BCN indicator set to zero. This
indicates network partitioning upon the switching of BN A to BCN.
Alternatively, the conditions (b) or (c) are not satisfied due to the
differences in the nodal weights, and the BN A sets it BN ! BCN
indicator field to 1. Therefore, the switching from BN to BCN is
done to improve the performance while maintaining the network
connectivity.

The BCN! BN switching algorithm helps a BCN node, BCN A, to
make a decision to switch to BN. Here, BCN A decides to switch if two
main rules satisfy their conditions and at least one of the remaining
three supporting rules. The first main rule that must be satisfied for
switching is that a BCN must only convert to a BN if the number of its
BN neighbors is less than or equal to a BN neighbor threshold. This
condition controls the number of BCN to BN conversions because
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there are enough number of existing BN neighbors and therefore
avoiding a new BCN to BN switching may not lead to network
partitioning. The second main rule is that a BCN must only convert
to a BN if there are no new BN neighbors joined its neighborhood
within the last short timeout period. This rule prevents multiple BCNs
switching to become BNs within a short period. The supporting rules,
at least one of them, that must satisfy for switching a BCN to BN are
the following: (a) the BCN A has the highest nodal weight compared
with its nonassociated BCN neighbors or the BCN A has received at
least one association request during the previous cycle, (b) at least one
pair of its BN neighbors (BNs X and Y) are not connected by a path
with less than or equal to two hops and it has the highest weight
among all its BCN neighbors, and (c) at least one of the BN neighbors
(e.g., BN K) and one of BN K’s neighbor, BN M, should not be
connected through a common neighbor or directly and should satisfy
the following two conditions: the first is that the BN K should be the
node with the highest nodal weight among all BCN neighbors and
the second is that none of BCN neighbors of the node should directly
connect to BN K or to at least one of the neighbors. Therefore, this
algorithm efficiently decides on a BCN node becoming a BN.

The regular nodes execute the association algorithm during every
long timeout period and there are two main parts for this association
algorithms: (a) association over the backbone channel and (b) asso-
ciation over the access channel. The association process over the
backbone channel is basically a single-hop association process over
the backbone channel (high power channel in some networks) by
finding the appropriate BN among its BNs. The choice of BN is made
based on the nodal weight where a tie is broken in favor of the lowest
node identifier. In the absence of any appropriate BNs, the node
associates with a BCN. In the event the association with a BCN
node, and then the RN inserts the BCN’s identifier and the associated
status in its periodic beacons. The association process over the access
channel (referred to as low power channel) consists of identifying a
BN by BCNs and RNs and the BN with highest nodal weight is chosen
to associate with. In the event that no BNs are detected, then an
appropriate BCN node is detected over multiple hops, generally the
nearest one is chosen, and it then broadcasts the associated BCN in its
beacon packets.

The advantages of BTS algorithm include that it is a dynamic,
scalable and fully distributed solution to manage the backbone top-
ology in an MR-WMNs. It dynamically chooses the BNs and thereby
maintain the network topology to obtain a better performance.
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1.10 OPEN ISSUES

The open research issues in the physical layer of WMNs include the
development of new radio technologies that can provide high data
rates such as UWB physical layer. In addition, MIMO-based physical
layers have not yet been designed for fully distributed WMNs. Further
development of new radio technologies can provide high physical
layer capacity, capability to operate in extreme interference levels, and
the ability to operate in flexible radio bands.

The open issues in MAC layer include the design of efficient
MAC protocols for both single-radio WMN and MRWMN in order
to achieve high throughput. In addition, new MAC protocols are
required for new physical layers such as UWB and MIMO as men-
tioned earlier. More than the capacity provided by the physical
layer, the network scalability is also affected by the MAC protocol
design, therefore, new research solutions are necessary to achieve
these objectives.

At the network layer, the most important aspect as far as routing is
concerned is the design of new routing metrics that can provide high
performance and network scalability. New research is required to
provide routing metrics that can provide inherent load balancing
and fault tolerance. Another important aspect of network layer design
is the routing optimization in an unplanned WMN, i.e., a WMN with an
arbitrary topology.

At the transport layer, in WMNs, in order to improve the perform-
ance of TCP over WMN, we need new solutions that can maximize the
throughput while minimizing the deviation from TCP. Such schemes
may demand use of mechanisms such as explicit link failure notifica-
tion (ELFN). Thorough investigation is necessary to answer the ques-
tion on whether to develop entirely new transport layer protocols or to
modify the existing TCP for improving the performance of transport
layer protocol for WMNs.

In the application layer of the WMNs, the open issues are about
provisioning a variety of application layer services and service discov-
ery mechanisms. QoS provisioning is one such application layer ser-
vice, which is necessary for primarily providing voice services over
WMNs. In addition, other services, distributed over the entire WMN,
may need additional utilities in order to provide quick discovery of
services. Moreover, these services may be provided over a variety of
heterogeneous networks such as WMN, the Internet, and WAWMNs. In
such cases, provisioning an efficient service discovery mechanism is
essential.
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In addition to the above-mentioned open issues, there exist sev-
eral issues that need research effort. Some of the system-level issues
are: (i) network management, (ii) cross-layer design, (iii) security, and
(iv) pricing and billing schemes.

1.11 SUMMARY

This chapter presents the issues and challenges in WMNs in general and
MR-WMNs in particular. WMNs face several challenges such as architec-
tural design issues and network protocol design issues. We presented the
major design issues for both the above-mentioned issues. The capacity of
WMNs is very limited as a result of the limited bandwidth available and
the use of multihop wireless relaying. One important direction for
improving the capacity of WMNs is to use multiple radio interfaces and
multiple channels simultaneously. Therefore, the MR-WMNs are becom-
ing important. In addition to all the issues that arise as a part of the
wireless spectrum, the MR-WMNs face many more challenges, as
discussed in the later part of this chapter. The primary challenges can
be categorized as architectural, MAC, networking and routing, and top-
ology control. This chapter presents a brief discussion on each of
these challenges and explains a set of existing solutions for solving
them. The chapter concludes with a discussion of a set of open issues.
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2.1 INTRODUCTION

The emergence of cost-effective wireless access technologies such as
IEEE 802.11 to mobile end users has changed communications and
computing in significant ways. Its success to date has been largely due
to its deployment in the home and small enterprise segments and
various ‘‘hot spot’’ scenarios where it has limited coverage and serves
only a few users simultaneously.* Currently, there is considerable
interest in expanding IEEE 802.11 networks to large-scale enterprise
scenarios to provide wide-area wideband access to a significant num-
ber of users. This requires a proliferation of access points (APs) over
the desired coverage area.

Wide-area coverage using IEEE 802.11 basic service sets (BSSs)
should naturally look to principles of cellular systems engineering for
successful scaling. The key to one-hop capacity scaling (e.g., between
a client and AP) is based on frequency reuse spatially. Given any
number of orthogonal channels, neighboring APs are assigned the
available orthogonal set in a systematic manner (e.g., the familiar
frequency reuse patterns in cellular networks). The resultant signal-
to-interferenceþnoise ratio (SINR) at the edge of the ‘‘cell’’ (or BSS)
along with the inherent properties of the IEEE 802.11 distributed
coordination function (DCF) protocol then essentially determine the
throughput per cell obtainable.

Scaling the aggregate network throughput over the coverage area
is directly related to reducing the reuse distance between cochannel
APs without degrading the SINR at the cell edge (equivalently,
increasing the spatial reuse factor). This can be achieved by a comb-
ination of approaches (notably, among others, the use of directional
antennas for beamforming at the APs, which we will not consider)—
the most obvious being the availability of increased system bandwidth
(equivalently, more orthogonal channels). Currently, only a very lim-
ited number of such orthogonal channels are available: 3 in IEEE
802.11b (2.4 GHz) and 12 in 802.11a (5 GHz). Although greater
worldwide allocation is anticipated for unlicensed use in the future,

* In this work, we confine ourselves exclusively to 802.11 networks composed of
multiple BSSs in infrastructure mode. Recall that an infrastructure BSS consists of
an AP and its associated users at any given time.
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it is clear that relying primarily on increased available bandwidth for
scaling is not a feasible option. Accordingly, for any given system
bandwidth, optimizing network performance necessarily requires
improving the entire protocol stack.

A promising option for scaling the capacity of a wireless access
network is to configure a layer-2 mesh that is currently planned within
the IEEE 802.11s task group. This implies a direct wirelessly intercon-
nected set of mesh nodes to form a multihop network. These nodes
comprise of APs that allow direct client access as well as ‘‘routers’’
which only relay packets between other mesh elements. The ad hoc
(but static) nature of mesh node deployments results in a significant
spatial variability of the multiaccess interference (MAI) seen at any
node location that leads to variable location-dependent node through-
put. Hence, effective topology modification mechanisms including
power control, node clustering, and channel assignments (CAs) are
anticipated to be important design degrees of freedom.

Traditional multihop wireless networks (historically called packet
radio networks) have almost exclusively comprised of single-radio
elements. For various reasons as clarified by subsequent discussions
on CA for a single-radio mesh, such networks are unable to effect-
ively scale to exploit the increasing system bandwidth available. Con-
sequently, the use of multiple radio nodes in a mesh network
appears to provide one of the most promising avenues to net-
work scaling. Multiple radios greatly increase the potential for
enhanced channel selection and route formation while the mesh
allows more fine-grained interference management and topology
(power) control.

In this chapter, we address several issues pertinent to multiradio
multichannel (MRMC) networks. We begin with an overview of
typical mesh architectures in Section 2.1.1, starting with single-radio
meshes to establish a baseline for comparison of the advantages of
multiradio mesh networks. In Section 2.1.2, we provide a qualitative
description of the gains achievable through the use of multiple
radios and channels. These gains are quantified by simulations in
Section 2.1.3.

Key to these gains are intelligent CA and routing in MRMC net-
works. In Section 2.2, we discuss choices of ‘‘radio usage policy,’’
whereby the nodes bind their radios to a particular channel. For
instance, nodes may use a static CA, in which each radio is bound to
a specified channel for a long period of time. Alternatively, nodes may
use a dynamic policy where the radio–channel binding changes with
time, in principle as frequently as with every packet transmission.
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The choice of radio usage policy influences the options available
for CA which determines which of several available channels should
be assigned to a particular radio. In addition to CA, another key factor
in determining the performance of a mesh network is the choice of
routing protocol. In an MRMC network, performance gains can be
achieved if the routing protocol is ‘‘channel-aware,’’ i.e., the metric
used for route formation/selection takes into account the channels
used on each link along the route. In general, CA and routing are
closely coupled and we discuss both these topics in Section 2.3.
Finally, we conclude the chapter in Section 2.4 with a discussion of
several open issues.

2.1.1 802.11 Mesh Architecture

The increasing availability of multimode radios, integrated 802.11b/g/a
cards, in client and infrastructure devices will enable new mesh
architectures. For example, Tier-1 client–AP connectivity may use
the 802.11b/g radio while the Tier-2 backhaul AP mesh can use the
802.11a radio, thereby separating the different kinds of traffic (client–
AP vs. inter-AP) and simultaneously utilizing the potential of multiband
radios. We first briefly discuss the performance of a single-radio mesh
(one radio per node) as a prelude to showcasing the advantages of a
multiradio mesh (multiple radios per node). The nodes in a Tier-2 mesh
backhaul or access network consists of two types of nodes as shown in
Figure 2.1 and Figure 2.2—a predominant lightweight subset (pure

802.11 Stations

Mesh
points

Access 
points

Mesh
access
points

Figure 2.1 Schematic representation of the two types of mesh nodes: APs and
mesh points.
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mesh points) whose only function is to route packets wirelessly to
neighboring nodes and another subset of mesh AP nodes that allow
direct client connectivity. A small fraction of these mesh AP nodes will
be connected to the wired backbone and serve as gateways for traffic
ingress/egress.

2.1.2 Capacity Scaling

Single-radio multihop wireless networks are not new; they have been
studied since the 1970s under the nomenclature of packet radio
networks. The end-to-end throughput in such single-radio networks
reduces with the number of hops. The primary reason for this is that a
single-radio wireless transceiver operates in a half-duplex mode; i.e., it

Gateway

BSS

BSS

Gateway

Mobile terminal BSS

Mesh point

Mesh AP

Figure 2.2 A two-tier mesh network architecture. Tier-2 nodes may be either
APs or mesh points. Each AP serves multiple Tier-1 clients which form a BSS.
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cannot transmit and receive data simultaneously and an incoming
frame must be received fully before the node switches from receiver
to transmit mode.

Enhancing end-to-end throughput is naturally related to increasing
one-hop aggregate throughput, which in turn depends critically on the
number of simultaneous transmissions per channel (equivalently, min-
imizing reuse distance for cochannel cells) that can be achieved in a
given network area. Achieving this is a complex function of many
factors including the network topology and various attributes of layers
1–3 of the protocol stack. Layer 1 attributes include the type of radio,
SINR requirements at the receiver for reliable detection, and the signal
propagation environment. Layer 2 attributes include medium access
control (MAC) attributes for interference management, and layer 3
attributes include the choice of the routing metric for path determin-
ation. Thus, the overall network optimization requires a multidimen-
sional, cross-layer approach. In order to appear to the IP layer as a
single local area network, a mesh network may implement its own
routing functionality and other services at layer ‘‘2.5’’; i.e., as an inter-
mediate layer between the standard IEEE 802.11 MAC (or lower MAC)
and the IP layer. Figure 2.3 illustrates this for a node with two radios.

2.1.2.1 Single-Radio, Single-Channel Mesh Networks:
A Baseline

Substantial simulation evidence suggests that the per-node share of
the aggregate throughput of a single-channel multihop IEEE 802.11

IP

MAC Extension

Default
MAC/PHY Secondary

MAC/PHY

Figure 2.3 Illustrating the use of an intermediate ‘‘2.5’’ layer to enable mesh
functionality.
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network typically behaves as 1/na, where n is the number of nodes,
and the exponent a is influenced by topology and traffic character-
istics [1,2]. Analytical guidance is provided by an upper bound for
large networks [2] that suggests a¼ 0.5 for a purely ad hoc topology
and random choice of source–destination pairs. Experimental evalu-
ation [1] suggests a far more pessimistic value of a¼ 1.68. Further
insight can be obtained for finite networks with special topologies
like a single-channel n node linear chain, for which the per-node
throughput is O (1/n) implying a¼ 1.* The aggregate throughput in
this case is essentially constant (independent of the number of nodes
or hops) since only a single transmission can occur at any time [3] with
a CSMA/CA-type MAC. The above scaling laws follow an important
but pessimistic assumption that all nodes in the network interfere
with each other, and that any pair of nodes (irrespective of their
separation) communicate with equal probability. This is true only
in small networks; in larger networks, traffic is more ‘‘localized’’ (i.e.,
nearby nodes communicate much more frequently). This implies that
spatial reuse of channels is possible, leading to enhanced aggregate
throughput. The role of spatial reuse in enhancing aggregate net-
work throughput, facilitated by multiple (orthogonal) channels as
well as multiple radios per node, is discussed in Section 2.1.2.2 and
Section 2.1.2.3.

2.1.2.2 Single-Radio, Multichannel Mesh Networks
Any end-to-end path in a multihop network should utilize all the
available orthogonal channelsy (say C ) in a manner that maximizes
spatial reuse, i.e., maximizes the number of simultaneous transmis-
sions in the network area. Unfortunately, a key limitation of commod-
ity single-radio wireless devices is that they operate in half-duplex
mode, and therefore cannot transmit and receive, simultaneously even
if multiple noninterfering channels are available. A possible (but
naive) approach to multihop route formation is for all nodes to use
the same channel, even if multiple channels are available, at the cost
of sacrificing spatial reuse. This approach does however avoid the
serious drawback of large end-to-end delay when adjacent node pairs

* This is true for a ‘‘small’’ chain, or equivalently, a large carrier-sensing range that
prevents any spatial reuse of the single channel in the network. Under the same
assumptions, a chain with C channels will achieve an aggregate throughput of
O(C ) that also does not scale with the number of nodes n.
y While very limited spatial reuse can be achieved even with C ¼ 1, meaningful
network scaling is only possible with increasing C.
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use different channels to communicate. The latter necessitates channel
scanning, selection, and switching a radio such that two adjacent
nodes share a common channel; this switching delay (per node)
grows with C. For example, the switching delay for present 802.11
hardware ranges from a few milliseconds to a few hundred microsec-
onds [4]. Such frequent channel switching may be viewed as effective
route lengthening because the switching delay manifests itself as
virtual hops along the route [5]. Hence, exploiting the multiple
orthogonal channels clearly enhances aggregate one-hop throughput
vis-a-vis the single channel scenario, but at the cost of enhancing the
end-to-end delay.

For all the above reasons, multiradio meshes, which introduce
several new degrees of freedom that fundamentally address the key
limitation of commodity single-radio wireless devices, are expected to
be a key component in achieving both network scalability and adap-
tivity in practice (as in software-defined radios) for future wireless
networks.

2.1.2.3 Multiradio Mesh
Multiple radio nodes are effectively full duplex, i.e., they can receive
on channel c1 on one interface while simultaneously transmitting on
channel c2 on another interface, thereby doubling the node through-
put (in principle). For example, consider the path 1 ! 2 ! 3 in
Figure 2.4. Let R denote the maximum possible transmit rate over
one hop (i.e., 1 ! 2). With one radio, node 2 spends roughly half
the time receiving from node 1 and the other half transmitting to node 3.
Consequently, if the source (node 1) rate is R bps, the average
receive rate at node 3 is approximately R/2 bps. With two radios at
node 2 and two orthogonal channels, radio 1 can be tuned to channel
1 and radio 2 can be tuned to channel 2, in which case the receive rate
at node 3 will be theoretically equal to R bps. Now, consider the case
when node 2 has only one radio and there is a concurrent transmis-
sion on the route 4 ! 2 ! 5. In this case, node 2 has to spend a
quarter of its time receiving from nodes 1 and 4 and transmitting to
nodes 3 and 5. The average receive rate at nodes 3 and 5 in this case is
R/4 bps. Again, having multiple nonoverlapping channels does not
help in this specific scenario since the limiting factor is the availability
of only one radio at node 2. Finally, consider the case when node 2 is
equipped with two radios and there are two available orthogonal
channels. In this case, radios 1 and 2 can be tuned to channels 1 and 2,
respectively. If radios 1 and 2 are used on a half-duplex mode to
support the routes 1 ! 2 ! 3/4 ! 2 ! 5, respectively, the average
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receiver throughput for each flow doubles to R/2 bps, the same as
each flow would have received if they were scheduled at different
times.

The allocation of channels to interfaces/radios will greatly influ-
ence end-to-end throughput, as will the choice of metric for route
formation—we discuss these issues subsequently. In summary, we
suggest that with proper design of layers 1–3, the performance of
multiradio mesh scales as the size of the network increases.

2.1.3 Example

In this section, we use simulations (using the commercial simulation
package OPNET) to quantify the throughout gains achievable by using
multiple radios and channels. The network we consider is a 10� 10
uniform 2D grid with a node separation of 10 m in both horizontal and
vertical directions. We assume that any given node sends packets only
to its immediate neighbors at a distance of 10 m. The carrier sense

1 2 3

5

4

(a)

1 2 3

4 5 6

(b)

Figure 2.4 An example motivating the improvement in throughput that can be
obtained with multiple radios and/or multiple channels. (a) With one radio at
node 2, each of the two flows, 1! 2! 3 and 4! 2! 5, receive an end-to-end
throughput of R/2 bps (where R is the source rate) if they are scheduled at
different times. However, if the two flows are simultaneous, the receive rate for
both flows drops to R/4 bps. With two radios and availability of two orthogonal
channels, the receive rate for both flows increases to R/2 bps, the same as each
flow would have received if they were scheduled at different times. (b) An
illustration of a scenario when having multiple orthogonal channels is helpful
even with one radio. For example, if two channels are available, one each can be
used for the two transmissions. The receive throughput for each flow in this case
is R/2 bps.
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range of each node is set to 29 m* and the use of RTS/CTS is disabled.
All 100 nodes have two radios each, and we study the impact of
increasing the number of available channels.

The CA algorithm used is a simple heuristic. For convenience, we
only consider the case when the number of available channels is even;
here half the available channels are assigned to ‘‘horizontal’’ links and
the other half to ‘‘vertical’’ links. All links on a given row use the same
channel, as do all the links on a given column; it is easy to verify that
the resulting assignment is feasible for the two-radio case that we are
considering. The available ‘‘horizontal’’ (vertical) channels are cycled
through as channels are assigned to each row (column).

The traffic model that we consider is as follows. A one-hop traffic
flow is set up on each edge of the grid in both directions, for a total of
360 flows. Each flow consists of a Poisson stream of constant-length
(1500 byte) packets generated directly at the IP layer. Each node is set
up with a static routing table which was built using shortest-path
routing; no routing protocol is used at runtime.

For each CA, the offered rate of all flows is simultaneously
increased until the fraction of offered packets network-wide which is
dropped reaches 10%. A packet can be dropped for two reasons:
either because the MAC layer buffer (which has a capacity of 21
packets) is full and cannot accept another packet from the IP layer,
or because the number of retransmission attempts for the packet
exceeds the retransmission limit of 7. We denote the highest offered
rate (per flow) for which the packet drop rate stays below 10% by
Tmax. Since Tmax is the per-flow throughput and there are 360 flows
in all, this means that when the offered traffic per flow is Tmax, the
carried traffic network-wide is 0.9� 360� Tmax.

Tmax is an upper bound to the maximum traffic that can be carried
simultaneously on each link while maintaining an acceptably low
packet loss rate. We use Tmax as our metric for comparison of network
performance across various channel assignments. Since we increase
rates on all links simultaneously, we are essentially considering a ‘‘fair’’
scenario in which all links are used equally. Our interest lies in
exploring the variation of the throughput metric with the number of
channels. The choice of packet loss rate of 10% is somewhat arbitrary;
it was chosen such that the metric be measured reliably without
excessively long simulation runs. We also do not use ‘‘saturated’’

* The value of 29 m was found to be optimal for the single-radio single-channel
case in terms of maximizing the throughput.
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sources, since saturated sources are known to cause unfairness in
topologies where all nodes can not sense each other [6].

Figure 2.5 shows Tmax for the various CAs. We see that as the
number of channels C increases, Tmax initially grows linearly with C,
but the rate of growth slows as C increases beyond 6. Much further
gain is not obtained by increasing the number of channels from 10 to
12. Figure 2.6 shows the network topology and the carrier sense range
around a single transmitter. With only one channel, the S–D pair
indicated must contend with all the flows within CS range for access
to the channel; there are 25 nodes in all (including S) within CS range,
and each node generates 4 flows. However, with C¼ 2 there are only
half as many flows on the same channel within CS range, which leads
to a doubling in the throughput Tmax. However, as the number of
channels grows further, the increases in throughput diminish, limited
by having only two radios, and by the particular choice of CA algo-
rithm. With six channels, the only cochannel links within CS range are
those on the same ‘‘row’’ as S–D; this suggests that increasing the
number of channels to eight will not yield additional throughput
increase. However, the CS range definition is idealized: it only
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Figure 2.5 Maximum per-flow throughput as a function of the number of
available channels in a 10� 10 grid network with two-radio nodes.
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indicates the distance at which a single simultaneous transmitter can
be detected. In practice, actual CS based on aggregate energy from
multiple transmitters may detect secondary sources from outside the
CS range as defined (and hence the reference S–D pair must contend
with all such flows). This explains the additional gain achievable from
increasing C beyond 6.

A naive way to obtain linear capacity scaling with the number
of channels is to increase the number of radios per node so that
the number of radios equals the number of channels. This will
result in there effectively being C parallel networks (one on each
channel), thereby scaling the capacity by C. The key conclusion to
be drawn from the simulations in this section is that, by using a
careful CA, the overall network capacity can be made to scale lin-
early with the number of channels C (for low values of C ) while
using only two radios per node. This gain was achieved by using a
simple heuristic for CAs. In the rest of this chapter we investigate
more sophisticated approaches to the design of CA and routing
algorithms.
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Figure 2.6 A source–destination (S–D) pair and the carrier sense range around
the source.
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2.2 RADIO USAGE POLICIES

We begin with an examination of possible radio usage policies—that
determine which radio a node uses to transmit to a particular neighbor
and when to bind the radio to a particular channel—in MRMC net-
works. The issue of which particular channel to use for transmission
and reception will be considered separately in Section 2.3.

The simplest approach to binding channels to interfaces is to
use static binding. In this approach, each interface is assigned to a
channel when the system is initialized, and remains permanently
tuned to that channel. In practice, the assignment could change occa-
sionally; we assume that this change is slow relative to packet trans-
mission duration. A common architecture in modern networks is to
use relatively ‘‘lightweight’’ (or thin) APs in combination with an
intelligent switch that controls multiple APs. This switch takes on the
task of assigning channels to the interfaces on each node. The key
advantage of using static binding is that it requires no change to the
existing IEEE 802.11 standard. More complex schemes require some
level of coordination among nodes, usually in the form of a modified
MAC protocol.

In MRMC networks, the issue of which radio to use to communi-
cate with a neighbor becomes interesting in the case when two
neighboring nodes have more than one channel in common, i.e.,
they can communicate over more than one interface. One approach
to using the multiple available interfaces is to use them in a round-
robin manner on a packet-by-packet basis called ‘‘striping.’’ This
approach can result in packets arriving out of order at the receiver
which can lead to a severe reduction in higher layer throughput. A
different approach is proposed by Adya et al. [7]. Their multiradio
unification protocol (MUP) combines multiple available interfaces into
a single logical interface as seen by the higher layer. The MUP then
transmits data over only one of the available interfaces; it selects the
interface with the lowest (smoothed) round-trip time as measured by
probe packets. It is shown [7] that in cases where reordering of
packets can cause a significant throughput loss when using striping,
MUP succeeds in maintaining a high throughput.

We now turn to more general radio usage policies than the static
policy considered so far. In hybrid (or mixed) approaches, one inter-
face is tuned to a fixed channel, while the other interface is dynamic-
ally switched to other channels. One such approach described [5] has
a fixed interface at each node tuned to any of the available channels,
and the choice of channel is communicated to neighbors by a separate
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higher layer protocol. When a node wishes to send a packet to its
neighbor, it switches one of its dynamic interfaces to the fixed channel
of the neighbor and transmits the packet. Thus, the fixed channel at
each node represents the desired channel for reception at that node.
This policy is illustrated in Figure 2.7 for the case of three interfaces
per node.

If a node is simultaneously communicating with several neighbors
who may have different reception channels, then there will be a
significant penalty incurred in switching channels for each packet
transmission. Another potential drawback of this scheme is that cur-
rent 802.11 hardware does not allow for switching on a per-packet
basis. This is because channel-switching directives and packet deliv-
eries occur over two distinct (logical) interfaces with the 802.11
MAC/PHY hardware; there is no prescribed method in the standard
for a desired channel to be associated with a packet that is delivered to
the MAC from the higher layer. One way to implement the proposed
switching scheme would be to install a new intermediate layer
between the IP and MAC layers; this layer will ensure that only one
packet at a time is delivered to the MAC layer, and that the PHY is
switched to the appropriate channel before the packet is delivered to
the MAC layer.

An alternate hybrid approach is for all nodes to share a common
‘‘control’’ channel, and to tune their fixed interface to this common
channel. In this case, communication on the common channel is used
to determine which channel to use for data transmission. Examples of
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Switchable

Fixed Switchable

Switchable

Fixed Switchable

Switchable

Fixed

Node C Node A Node B

1

2

3

1

Figure 2.7 A hybrid radio usage policy in which each node uses a fixed
interface for packet reception. (From Kyasanur, P. and Vaidya, N.H, Wireless
Communications and Networking Conference, 2005 IEEE, 2005. With
permission.)
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this approach include the work of Wu et al. [8] and Benveniste [9];
these approaches require modifications to the 802.11 MAC. An illus-
tration of this approach is shown in Figure 2.8. Nodes exchange
special Mesh-RTS and Mesh-CTS frames on the common control chan-
nel that include information on which data channel they will use for
transfer of the next packet. Then they switch one of their data radios to
that channel. Since the control channel is constantly being monitored
by a dedicated radio, all nodes are always aware of the current data
channels. The bottleneck in this approach is ultimately the control
channel itself; as the network scales, the control channel becomes a
scarce resource. Further, the overhead from the use of the control
channel renders it inefficient when the data packets to be transmitted
are short. Since the data channels may be shared by other nonmesh
nodes, contention-based access would still be required on the data
channel by the standard DCF of EDCA mechanisms. For a perform-
ance evaluation of the above protocols (along with a discussion of
protocols which use multiple channels with single-radio nodes), see
Mo et al. [10].

After discussing the various approaches to radio usage policies, we
now turn to the question of how to pick which channel to assign to a
particular radio.

2.3 CHANNEL ASSIGNMENT AND ROUTING

The simulation results presented in Section 2.1.3 illustrated the per-
formance benefits that can be obtained by a careful choice of CAs. In
this section, we explore the twin topics of CA and routing, beginning
with a discussion of the importance of considering these two topics
jointly.

For the simulations in Section 2.1.3, we used a traffic pattern that
placed an identical load on each link, and the CA heuristic we used

RTS1

DATA1

DATA2

DATA3

CTS1 RTS2 CTS2 RTS3 CTS3Ch 0 (Control)

Ch 1 (Data)

Ch 2 (Data)

Ch 3 (Data)

Figure 2.8 Illustration of the common control channel radio usage policy.
(From Mo, J., So, H.-S. W., and Walrand, J., in MSWiM ’05: Proceedings of the
8th ACM international symposium on modeling, analysis and simulation of
wireless and mobile systems, ACM Press, New York, 2005. With permission.)
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worked well for that traffic pattern. Due to the uniformity of both, the
traffic load across links and the CA, the load on all channels was
approximately the same. This would no longer be the case if the traffic
loads were not uniform across links; in that case we might expect a
different CA algorithm—which took into account the traffic loads—to
outperform the simple heuristic that we used.

In general, it will not be the case when all links are loaded equally.
In a typical topology, some of the mesh points serve as gateways, and
the traffic to and from these gateways may be much higher than traffic
elsewhere in the network. The traffic loads on each link are affected
by the choice of routing protocol and the associated routing metric.
Therefore, the optimal choice of CAs for a given set of traffic demands
and a given routing protocol may be quite different from that for a
different set of demands or a different routing protocol.

Conversely, if we are given a specific CA and asked to choose
routes optimally, the choice of routes would depend on the CA. In a
wireless mesh network (WMN), when a flow is routed over a particu-
lar link, it not only reduces the available capacity of that link, but also
the available capacity on other cochannel links within carrier sense
range. This is because all the cochannel links within CS range share
the same total bandwidth for their transmissions. This key difference
between wired and wireless networks makes it important to consider
CAS when choosing routes in WMNs.

Figure 2.9 illustrates the importance of accounting for the CA in
route selection. In this scenario there are two available routes between
a source S and a destination D. One route is S–A–D, and involves two
hops both of which use the same channel (channel 1). The other
involves three hops, and uses a different channel on each hop. We
consider two traffic scenarios. In the first scenario, suppose all chan-
nels are very lightly loaded, and that the traffic between S and D is also

S D

B C

A1 1

1

2

3

Figure 2.9 Two paths between a source S and a destination D. Each hop on the
path is labeled with its assigned channel.
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small as compared to the link capacities. In that case the end-to-end
delay between S and D is dominated by the transmission time for the
packet on each hop, which is given by L/B, where L is the length of the
packet (including headers) and B is the link data rate. If all links have
the same data rate B, then the best route from the viewpoint of
minimizing delay is the two hop route S–A–D. The S–A–D route also
uses fewer network resources since it utilizes only two links instead of
three.

Now consider a different scenario in which we are interested in
maximizing the throughput that the flow between S and D can obtain.
Such a scenario might arise if the flow is a TCP stream, e.g., a file transfer
between S and D. In this case, the end-to-end throughput avail-
able between S and D is only B/2 if the traffic is routed over S–A–D
since both the S–A and A–D links use the same channel and hence share
the same bandwidth. However, if the traffic is routed over S–B–C–D,
the available end-to-end throughput is B, since each link can be active
simultaneously because all three links use a different channel.

The above discussion illustrates that there is a close relationship
between CA and routing in mesh networks. Therefore, in order to
maximize performance, the two problems should be treated jointly
rather than separately. However, in practice the joint problem is
generally too hard to solve optimally. One approach to the joint
problem is to solve the CA and routing problems separately and iterate
over the two phases to improve the overall performance. It is there-
fore useful to first consider the two problems in isolation which we do
in Section 2.3.1 through Section 2.3.4. We will discuss some work on
treating the joint problem in Section 2.3.5.

2.3.1 Channel Assignment Basics

Our discussion of assigning channels to radio interfaces will be mostly
restricted to the case of static radio usage policies. We will also assume
that all nodes in the network use the same transmission power; the
formulations and results are easily generalized to the case where
different nodes use different transmission powers.

The CA problem is usually stated in graph-theoretic terms. Let
G¼ (V, E) be a graph in which the node set V represents the mesh
nodes and the edge set E represents direct communication links. In
general, a communication link will exist between every pair of nodes
(y1, y2) such that the Euclidean distance between them D (y1, y2) is less
than some threshold Dmax; equivalently, since all nodes use the same
power, the received power at y2 when y1 transmits is greater than
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some threshold Pmin. The threshold Pmin is chosen to ensure that there
is sufficient link margin at the receiver to allow for successful packet
decoding to occur with high probability even in the presence of
external sources of interference. The graph G is called the reachability
graph of the network.

The basic CA problem can be posed in terms of assigning channels
to either the vertices in V or the edges in E. In the vertex formulation,
the goal is to assign a channel to every radio at every node y 2 V while
ensuring that any two neighboring nodes (i.e., nodes connected by an
edge) have at least one channel in common (which ensures that
neighboring nodes can, in fact, communicate). In the edge formula-
tion, channels are assigned to every edge e 2 E while ensuring that the
number of distinct channels assigned to edges incident on a node y is
not greater than the number of radios at y; this restriction is necessary
because we are only considering static radio usage policies which do
not allow for switching a radio among different channels. Any solution
to the vertex formulation can be translated to a solution for the edge
formulation and vice versa, so the two formulations are equivalent.
Figure 2.10 illustrates the radio- vs. edge-based CA schemes. With the
radio-based scheme, if radio A1 chooses frequency F1 and radio C1
chooses frequency F2, the two radios of B must be tuned to F1 and F2 (F3

cannot be a choice) to ensure that it can communicate with nodes A and
C. In addition, radio D1’s choice is also limited between F1 and F2 as
otherwise a communication link would not exist between nodes B and
D. With the edge-based assignment scheme, if the edge A$ B chooses
F1 and B$ C chooses F2, B$ D must choose between F1 and F2 so as
not to violate the two-radio limitation on node B.

Any solution to the problem as posed above is considered a
feasible CA. The feasible set is clearly nonempty since the trivial
solution of assigning the same channel to every edge (or radio) is a
feasible solution. At the same time, a random assignment of channels
to radios or edges may not be feasible. Consider, e.g., a network in
which all nodes have two radios and we assign one of four channels to
each radio randomly. If some node is assigned channels 1 and 2, and
its neighbor is assigned channels 3 and 4, then the two neighbors do
not have a channel in common, and the assignment is not feasible.

The goal of various CA algorithms is to pick a feasible CA that
optimizes some suitably chosen performance metric. Later in this
section, we consider the forms that a metric can take. First,
however, we consider the impact of the choice of CA on network
performance, for which we need to introduce the concept of ‘‘inter-
fering edges.’’
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D
(a)

{F1, F2, F3}

{F1, F2, F3}

{F1, F2, F3}
A B C

D
(b)

A B C

Radio B1 {F1, F2, F3}

Radio B 2 {F1, F2, F3}

D

Radio D1 {F1, F2, F3}

Radio C1 {F1, F2, F3}

Radio A1 {F1, F2, F3}

(c)

Figure 2.10 Illustrating radio-based vs. edge-based channel assignment schemes.
(a) Desired reachability graph. Nodes A, C and D have a single radio each while
node B has two radios. The radios are numbered A1, B1, B2, C1, and D1. Assume
that three orthogonal channels are available for data communication. (b) In a
radio-based assignment scheme, channels are assigned to individual radios. In
order to ensure radio connectivity between nodes A and B, they must share a
common channel. Similarly, (B and C) and (B and D) must share a common
channel to ensure radio connectivity. (c) In an edge-based assignment scheme,
channels are assigned to the edges of the reachability graph. In this example, since
node B has only two radios, only two of the three outgoing edges from B can have
distinct channels.
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2.3.1.1 Interfering Edges
Consider a network whose reachability graph is a 5� 6 grid network
as shown in Figure 2.11a. Suppose all links use the same channel, and
all nodes employ virtual carrier sensing (RTS/CTS). Then, when the
link a$ b is active (i.e., either a is transmitting to b or receiving from
b), all nodes adjacent to either a or b can neither transmit nor receive
packets (since they cannot transmit either RTS or CTS frames). There-
fore, all edges incident on neighbors of either a or b must be inactive
when a$ b is active. We call this as the set of ‘‘interfering edges’’; for
the edge a$ b in Figure 2.11a, this set consists of 22 other edges, and
is shown in Figure 2.11b.

In general, for the MRMC case, the set of interfering edges for an
edge e is denoted IE(e) and consists of those edges in the network
that are on the same channel as e and, by virtue of either physical or
virtual carrier sensing, cannot be simultaneously active with e. The
concept of interfering edges is the key to understanding the impact of
the choice of CA. In essence, the size of IE(e) represents the cost to the
network of having edge e active. Also, by symmetry, IE(e) represents
the set of edges f for which e 2 IE( f ); this yields another viewpoint
that is also useful, i.e., the size of IE(e) corresponds to the number of

a

b

(a) (b)

Figure 2.11 (a) Reachability graph of a 5 � 6 grid. (b) Set of 22 interfering links
(shown dotted) for the edge a $ b. The lightly shaded nodes are neighbors of
either node a or node b and must remain silent when the link a$ b is active.

Yan Zhang / Wireless Mesh Networking AU7399_C002 Final Proof page 68 23.10.2006 1:08pm

68 & Wireless Mesh Networking



edges with which the edge e must contend for access to the channel. If
any of the edges in IE(e) are active, then e must be silent.

Interfering edges are closely related to the concept of a ‘‘conflict
graph’’ introduced [11]. The conflict graph consists of one vertex
corresponding to each edge in the reachability graph. If a $ b and
c $ d are two edges in the reachability graph, then there is an edge
between the corresponding nodes yab and ycd in the conflict graph
if and only if c $ d 2 IE(a$ b).

2.3.2 Formulations and Algorithms

We now consider several different approaches in the literature to
solving the CA problem.

2.3.2.1 Integer Linear Programing
One approach to obtaining an optimal CA (for a suitable objective
function) is to pose the problem as an integer linear program (ILP).
This was adopted by Das et al. [12] where the objective was to
maximize the number of simultaneous transmissions. This can also
be reformulated in terms of finding the largest possible independent
set in the conflict graph [11]. The resulting solution effectively maxi-
mizes the achievable instantaneous throughput. While an ILP-based
formulation can yield optimal solutions using standard ILP software,
the required run-time to find the optimal solution can be very high for
even modest-sized networks. However, by terminating the search
after a certain time, or by using noninteger relaxations, useful bounds
to the objective function can be computed.

2.3.2.2 Graph-Theoretic Approaches
The CA problem can be viewed as a coloring problem on the reach-
ability graph. Given a finite number of colors (i.e., channels), the goal
is to assign the colors to edges while satisfying the constraint that the
number of distinct colors assigned to edges incident on a node is not
more than the number of radios at that node. Furthermore, we may
seek to find a coloring that optimizes some objective function. In
general, posing the CA problem as a coloring problem reveals the
computational hardness of the problem; several authors have devel-
oped formulations which they have shown to be NP-hard [13,14].

The graph-theoretic approach can be useful for considering ques-
tions such as the minimum number of channels required to achieve
maximum capacity or the maximum achievable capacity with a given
number of channels. The first question is closely related to the ‘‘strong
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edge-coloring’’ problem [14,15]. The question of maximum achievable
capacity is addressed [11], where the authors derive upper and lower
bounds for the capacity.

Marina and Das [13] pose the CA problem as a coloring problem
with the objective of minimizing the maximum size of IE(e) over all
edges e 2 E. Since the problem is NP-complete, they also provide a
heuristic approach. Their algorithm proceeds in a single pass over all
the nodes in the network and assigns channels while ensuring that the
connectivity constraint is met. When there are multiple available
choices for the channel to be assigned to a link, the choice is made
based on minimizing the size of IE.

The discussion [13] reveals some interesting behavior with regard
to the performance improvements achievable by increasing the num-
ber of radios per node. Following the terminology [13], the size of the
largest set IE(e) (over all edges e in the network) is called the max-
imum ‘‘link conflict weight,’’ denoted by Wmax. For the case of 12
available channels (as in 802.11a), as the number of radios increases
from one to three, the value of Wmax drops sharply as expected.
However, as the number of radios increases beyond three Wmax

begins to increase. This counterintuitive behavior occurs because the
increase in radios leads to multiple common channels between neigh-
bors, which in turn increases the number of edges in a typical set
IE(e). This is because when nodes have more than one channel in
common, they are allowed to communicate over all the available
channels. Thus, while increasing the number of radios can increase
the available capacity between neighbors, it can also have a detrimen-
tal effect on the network-wide capacity since there are now more links
contending for access to the same channel. The maximum instantan-
eous throughput continues to increase as the number of radios in-
creases beyond three, however the increase is far more gradual than
the rapid increase in instantaneous capacity as the number of radios is
increased from 1 to 3.

The formulation considered [13] can also be posed as an ILP
problem along the lines of [12]. Solving the ILP for a 4� 4 grid in
which each node has two radios and four channels yields the CA
shown in Figure 2.12. In this case, IE(e) consists of two edges for all
edges e. We will discuss this CA approach in Section 2.4.

2.3.3 Limitations

The various CA approaches we have outlined assume the ‘‘protocol’’
model of interference [2], i.e., a transmission fails if there exists a
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simultaneous cochannel transmitter within a certain range of the
receiver. This model only considers the effect of a single interferer,
and does not consider the effect of aggregate interference from several
simultaneous transmitters. In practice, a node always sees the com-
bined interference from all cochannel transmitters, as described by
the ‘‘physical’’ interference model [2]. Similarly, when a node does
carrier sensing by an energy-detecting mechanism, it detects the
combined energy from all transmitters, not from just one transmitter
at a time. The effect of aggregating energy from multiple transmitters
can be significant, as shown in the simulations in Section 2.1.3.
Therefore, in order to fully capture the effect of reusing a channel in
a mesh network, we need to consider not only the distances of the
transmitters from each other, but also the number of such transmitters
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Figure 2.12 Channel assignment for a 4 � 4 grid with the optimization goal of
minimizing IE(e) over all edges. Each node has two radios, and there are four
available channels. Each edge is labeled with the assigned channel.
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that can be simultaneously transmitted. This is an area of ongoing
research.

2.3.4 Routing Metrics

We now turn our attention to the problem of routing in mesh networks
for a given CA. We do not discuss the various options for routing
protocols themselves; usually one of the well-known routing proto-
cols developed for ad hoc networks will suffice. Instead, we focus on
the choice of routing metric used by the routing protocol.

The simplest routing metric, the hop count (shortest path), has
been widely used in existing ad hoc routing protocols. However, it
will generally fare poorly in mesh networks because it does not
account for any of the issues raised in Section 2.3.3. An improved
metric is the ‘‘expected transmission count’’ (ETX) metric proposed by
De Couto et al. [16]. The ETX metric assigns a weight to each link that
corresponds to the expected number of transmissions required by the
802.11 MAC to successfully transmit a packet over the link. Thus, ETX
assigns a higher weight to (i.e., penalizes) links that are subject to
higher packet losses. This is an improvement over the hop count
approach since it captures, to a certain extent, the impact of varying
levels of interference on different links. However, it does not account
for the fact that different links may use different bandwidths (i.e., the
same packet on different links require different transmission dur-
ations), or that reusing the same channel along a path reduces the
available throughput. The ‘‘expected transmission time’’ (ETT) metric
introduced by Draves et al. [17] addresses the former problem by
multiplying the ETX by the time required for each transmission (L/B,
using the notation of the Section 2.3). Another new metric introduced
[17] is the ‘‘weighted cumulative expected transmission time’’
(WCETT) metric which attempts to address the issue of channel
reuse along a path. Since this is one of the key issues in route selection
in mesh networks, we consider this metric in some detail below.

Consider a path P and denote the ETT for link i 2 P by ETTi and
the channel assigned to i by CHi. Suppose there are C channels
available in all, and for each channel c, define

Xc ¼
X

i2P; CHi¼c

ETTi, 1 � c � C : (2:1)

Xc then is a measure of the usage of channel c along the given path.
The WCETT metric for the path P is defined by
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WCETT ¼ (1� b)
X

n

i¼1

ETTi þ b max
1�c�C

Xc, (2:2)

where b is a tunable parameter, 0 � b � 1.
There are two useful ways of interpreting the WCETT metric [17].

The first is that the two terms represent a trade-off between
‘‘global good’’ and ‘‘selfishness.’’ Reducing the first term reduces
global resource utilization while reducing the second term increases
the throughput achievable along the path by reducing bottlenecks
due to the same channel being reused along the path. A second
interpretation is that the two terms in Equation 2.2 represent a trade-
off between simultaneously achieving low delay and high throughput;
reducing the first term reduces delay, while reducing the second
term increases throughput. In either interpretation, b provides a
means to adjust the relative importance of the two objectives; for
instance, with the second interpretation, low values of b emphasize
delay minimization while high values of b emphasize throughput
maximization.

It is instructive to consider the value of the WCETT metric for the
example of Figure 2.9. Let us suppose that the value of ETT is the same
on all links; we will take it equal to 1 without loss of generality. Now
the value of WCETT for the S–A–D path is (1�b)� 2þb� 2¼ 2,
regardless of the choice of b. The value of WCETT for the S–B–C–D
path is (1�b)� 3þb� 1¼ 3� 2b. Thus, for values of b< 1/2, the
WCETT metric would choose the S–A–D path, while for b> 1/2 it
would pick the S–B–C–D path. This is in keeping with the intuition
that for lower values of b, the path with lower delay is preferred,
while for high values of b, the path which maximizes throughput is
preferred.

Despite the above intuitively appealing features of the WCETT
metric, it does suffer from some drawbacks. The second term in the
definition, which penalizes bottleneck links, does not distinguish
between cochannel links that are separated by a short distance
from those that are separated by a long distance. If two cochannel
links are outside carrier sense range of each other, they do not share
the same bandwidth and hence should not incur the same penalty as
two links that are within CS range of each other. The WCETT metric
also does not explicitly account for congestion caused by links that
are outside the given path. This is only considered indirectly through
the impact on the ETT which does not account for increased queue-
ing delays due to congestion. A third issue with the WCETT metric is
that it is not possible to efficiently compute the value of the metric
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along a path using a procedure such as Dijkstra’s algorithm [18]. This
is because the dynamic programing principle that lies at the heart of
Dijkstra’s algorithm can no longer be applied: if an optimal path
between S and D goes through some intermediate node A, the
portion of that path between A and D may not itself be the optimal
path between nodes A and D. This behavior is attributable to the
second term in Equation 2.2: the contribution to that term of a given
link depends not only on that link alone, but also on other links
along the overall path.

A different metric that aims to improve upon WCETT is the ‘‘metric
of interface and channel switching’’ (MIC) proposed by Yang et al.
[19,20]. The MIC metric for a path P is defined in a similar vein to
WCETT as follows:

MIC ¼ 1

N �min (ETT)

X

i2P

IRUi þ
X

i2P

CSCi, (2:3)

where N is the total number of nodes in the network and min(ETT) is
computed over all links. The two terms, ‘‘interference-aware resource
usage’’ (IRU) and ‘‘channel switching cost’’ (CSCi) are defined as
follows:

IRUi ¼ ETTi � Ni, (2:4)

CSCi ¼
w1 if CHi�1 ¼ CHi,
w2 if CHi�1 6¼ CHi, 0 � w1 < w2,

�

(2:5)

where Ni is the number of edges within CS range of the edge i.
The IRU term in the definition of MIC incorporates both the delay

along a path (as does WCETT) and the impact on the network as a
whole in terms of resource usage.

The CSC term penalizes repeated use of a channel, but only
locally, i.e., only on successive links. This is in a sense the opposite
end of the spectrum from WCETT which penalizes channel reuse on
all links along the path. While the MIC metric, like WCETT, is not
directly amenable to efficient computation by the Dijkstra algorithm,
the authors propose a procedure of introducing ‘‘virtual nodes’’ [19]
which does allow for the use of efficient algorithms. Simulation results
[20] illustrate the improvements possible over WCETT by using the
MIC metric.
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2.3.5 Joint Approaches

The CA approaches described earlier effectively consider a system in
which all links carry an equal traffic load. While this can form an
useful baseline, if the traffic demands in the network are known,
then they can be incorporated into both CA and route selection
procedures in order to improve overall network performance. Imp-
rovements can be in the form of increased network capacity, or
reduced delays for a specified network load.

Since the caseofuniform traffic loadsoneach link canbeviewedas a
special case of the general load and routing aware approach, it is clear
that obtaining optimal solutions in the general case will be hard. Conse-
quently, various heuristic approaches have been proposed in the litera-
ture, usually involving the CA and the routing problems separately and
iterating over the two phases to find improved solutions.

One such iterative approach is proposed by Raniwala et al. [4]. CA
is initially done by a greedy algorithm; flows which then exceed the
available capacity for the CA are rerouted using either shortest-path or
randomized multipath routing. These two phases are then iterated
over multiple times. Simulation results show that a much larger por-
tion of the offered traffic can be carried by adopting this methodology
than with a CA that does not take into account the traffic demands.
The algorithm [4] is centralized, and the authors also propose a dis-
tributed form of the algorithm [21].

Another approach to joint CA and routing is proposed by Alicherry
et al. [22]. Their work assumes an MAC that operates synchronously
and in time-slotted mode; the resulting throughput is an upper bound
to the performance of 802.11. The problem is initially formulated as an
ILP, and an LP relaxation of the problem is solved optimally. This is
followed by several adjustment steps to obtain a valid CA and a link-
scheduling policy that eliminates interference.

Kyasanur and Vaidya [23] propose a dynamic CA algorithm (used in
conjunction with the hybrid radio usage policy [5]) in which nodes
periodically broadcast ‘‘Hello’’ packets on every channel indicating
that they are using for reception. If a large number of other nodes
within a specified distance of a given node are also using the same
channel for reception, then that node changes its reception channel
with some probability p.

2.4 OPEN ISSUES

There are many promising open research questions on the subject of
MRMC mesh networks. We summarize some of them in this section.
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Several radio usage policies were outlined in Section 2.2. The
relative merits of these approaches have not, to the best of our
knowledge, been closely studied. In particular, the various schemes
that employ dynamic channel switching have different associated
costs (channel switching time and bottleneck of a common control
channel), and a comprehensive study of the best approach to utilizing
multiple interfaces remains an open topic.

Most of the CA algorithms in the literature to date have been central-
ized off-line algorithms. In practice, a CA procedure that was distributed
and adjusted dynamically to channel conditions would be preferable
(one such algorithm is described [21]). Currently the 802.11 standard
does not provide much information to the higher layers with which to
make CA decisions; the primary channel quality measure that is available
is the ‘‘received signal strength indicator’’ (RSSI), whose values are
allowed to be vendor-dependent. However Task Group K within the
IEEE 802.11 is preparing a standard (in draft stage as of early 2006) which
will enable higher layers to obtain far more detailed information about
channel conditions from the MAC and PHY layers. Available measure-
ments will include a standardized signal strength measurement as well as
a ‘‘neighbor report’’ that includes information on neighboring nodes that
have been detected. Utilizing these measures to develop more sophisti-
cated CA schemes is an open area at present.

In our discussion of routing metrics in Section 2.3.4, we touched
upon the trade-offs involved in making routing decisions in mesh
networks. One potential area of interest is also to incorporate future
802.11k measurements in determining the link conditions to use as a
link metric. Estimating transmission times on a link by probes is
currently unreliable (e.g., see the discussion [7]), and improvements
in this area could result in improvements in path metric computation,
and hence in route selection.

There are also several other degrees of freedom available in the
design of mesh networks that we have not considered here. These
include transmission power control, carrier sense threshold selection,
receive sensitivity setting, and the choice of transmission data rate.
Joint optimization over these various criteria provides a rich area for
future investigations.
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3.1 INTRODUCTION

IEEE 802.11 has become the de facto standard for home and enterprise
deployment of wireless local area networks (LANs). Most of these
deployments operate in the infrastructure mode, where a set of access
points (APs) serve as communication hubs for mobile stations and
provide entry points to the Internet. The current role of IEEE 802.11 is
limited to mobile client to AP communication. Economies of scale
make IEEE 802.11 a desirable alternative even to interconnect
these APs by forming a wireless mesh network (WMN) as shown in
Figure 3.1.

To enable such applications, IEEE 802.11 supports two additional
modes of operation: the ad hoc mode for forming a single-hop ad hoc
network where nodes communicate with each other directly without
the use of an AP; and the wireless distribution system (WDS) mode for
forming point-to-point AP relay links where each AP acts not only as a
base station, but also as a wireless relay node. However, before IEEE
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802.11 can be used to form an effective WMN, several performance,
security, and management issues need to be addressed. From per-
formance standpoint, low end-to-end network capacity and its unfair
distribution among flows are two frequently mentioned problems
with IEEE 802.11-based WMNs. In this chapter, we focus our attention
to these performance issues and present state-of-the-art techniques
proposed in literature to solve them.

The rest of the chapter is organized as follows. Section 3.2 dis-
cusses the capacity and fairness issues arising in IEEE 802.11-based
WMNs. Section 3.3 presents various techniques developed to discover
and utilize high-quality routes. Section 3.4 elaborates on state-of-the-
art architectures and algorithms to enable use of multiple channels
within a WMN. Section 3.5 focuses on solutions developed to achieve
fairness on top of inherently unfair IEEE 802.11 MAC layer. Section 3.6
presents other performance related issues, while section 3.7 discusses
the open research issues in use of IEEE 802.11 as platform for wireless
mesh networking. Section 3.8 concludes the chapter with a discussion
of IEEE 802.11s standardization activities.

Wireless mesh network

Virtual link

Wired network

Coverage area for
a traffic aggregation device

End-user device

Traffic aggregation device

Wireless mesh router

Wired connectivity gateway

Figure 3.1 A wireless mesh network (WMN) core, which is connected to a
wired network through a set of wired connectivity gateways. Each WMN node
has a radio interface that is used to communicate with other WMN nodes over
wireless links as shown. A WMN node is equipped with a traffic aggregation
device (similar to an 802.11 access point) that interacts with individual mobile
stations. The WMN relays mobile stations’ aggregated data traffic to/from the
wired network.
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3.2 PERFORMANCE ISSUES AND THEIR CAUSES

3.2.1 Limited Capacity

3.2.1.1 Protocol Overheads
Despite many advances in wireless physical-layer technologies, lim-
ited capacity remains a pressing issue even for single-hop wireless
LANs: The advertised 54 Mbps bandwidth for IEEE 802.11a/g-based
hardware is the peak link-level data rate. When all the overheads—
medium access control (MAC) contention, 802.11 headers, 802.11 ACK
and packet errors—are accounted for, the actual goodput available to
applications is almost halved. In addition, the maximum link-layer
data rate falls quickly with increasing distance between the transmitter
and the receiver.

3.2.1.2 Interflow and Intraflow Interference
The bandwidth issue is even more severe for multihop WMNs where
in order to keep the network connected all nodes operate over the
same radio channel. This results in substantial interference between
transmissions from adjacent nodes on the same path as well as neigh-
boring paths reducing the end-to-end capacity of the network [1,2].
Figure 3.2 depicts an example of such interference.

1 2 53 4 6

9

Path 1

Path 2

8

7

10 11

0

Hearing-range neighbors of ‘3’

Sense-range neighbors of ‘3’

Neighbors of 3’s sense-range neighbors

Figure 3.2 Intrapath and interpath interference in a single-channel multihop ad
hoc network. Nodes 1, 2, 4, and 5 are in the interference range of node 3, and
hence can not transmit/receive when node 3 is active. Nodes 8, 9, and 10
belonging to another node-disjoint path also fall in the interference range of
node 3. Thus none of the wireless links shown in the figure can simultaneously
operate when node 3 is transmitting to node 4.

Yan Zhang / Wireless Mesh Networking AU7399_C003 Final Proof page 82 23.10.2006 1:09pm

82 & Wireless Mesh Networking



3.2.1.3 Ineffective Route Selection
The simplest routing metric for WMNs is the hop-count metric. How-
ever, using the hop-count metric leads to suboptimal path selection.
First, small hop count translates into longer, and hence more error-
prone, individual hops [4]. Second, use of minimum hop count does
not do anything to load-balance the traffic across the network [21].
This reduces the effective capacity of the WMN.

3.2.1.4 TCP’s Control Overhead
The limited capacity problem is further compounded by transmission
control protocol (TCP) that fails to effectively utilize the available
bandwidth. First, TCP’s reliance on ACK clocking requires it to send
an acknowledgment every packet or every other packet. These end-
to-end acknowledgments consume substantial network bandwidth
(up to 20%) because of high fixed per-packet overhead in IEEE
802.11 wireless networks. Second, when a packet is lost on an inter-
mediate hop, TCP’s end-to-end strategy requires the retransmission to
traverse the entire path all over again. This leads to wastage of band-
width on all preceding hops where the prior transmissions of the very
packet being retransmitted were successful. Table 3.1 estimates the
overhead imposed by TCP ACKs by comparing TCP throughput with
optimal user datagram protocol (UDP) throughput. Table 3.1 was
obtained by conducting experiments on a one-hop IEEE 802.11a-
based network.

Table 3.1 Relative Overhead of MAC Contention, PLCP Header, and
Link-Layer ACK Increases as More Sophisticated Link-Layer Encoding Is
Used. This Substantially Increases the Relative Overhead of TCP ACKs.
Beyond 18 Mbps, TCP’s DelACK Mechanism Kicks in, and Hence the
TCP’s ACK Overhead Does Not Increase Further

Link-Rate
(Mbps)

TCP Thruput
(Mbps)

Optimal UDP
Thruput (Mbps)

ACK
Overhead %

6 4.6 5.3 13.2

12 8.4 10.3 18.4

18 12.0 14.9 19.4

24 16.5 19.3 14.5

36 22.6 26.8 15.7

48 26.9 32.9 18.2
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3.2.1.5 Ineffective Congestion Control
TCP’s congestion control relies on packet drops to detect network
congestion. In wireless networks, however, packets are also dropped
because of bit errors. TCP fails to distinguish between these frequent
bit errors and true congestion, and inadvertently reduces its sending
rate even in case of bit errors. Depending on the channel error
conditions, this can lead to substantial underutilization of the network
[3]. Table 3.2 shows the difference between bandwidth achieved by
a TCP flow and an optimal flow running on an IEEE 802.11a-based
one-hop network under various channel conditions.

3.2.2 Flow Unfairness

3.2.2.1 Hidden Terminal Problem
It is well-known that IEEE 802.11 MAC layer exhibits the hidden node
problem [5] that causes one wireless link’s transmission to be inhibited
by another link. While the request-to-send/clear-to-send (RTS/CTS)
messages in 802.11’s MAC protocol effectively stop a hidden node
from interfering with an ongoing communication transaction, they
cannot prevent the hidden node from initiating its RTS/CTS sequence
at inopportune times and subsequently suffering from long back-off
delays. TCP exacerbates this unfairness problem because TCP
senders further back off when their packets take a long time to get
through the inhibited links. As a result, TCP flows traversing on an
inhibited link could be completely suppressed in the worst case.
Figure 3.3a depicts this scenario, and Figure 3.4 presents the results

Table 3.2 TCP’s Congestion Control Performance Degrades
Significantly in Case of Channel Error-Induced Packet Drops. This Is
Because TCP’s Congestion Control Mistakes Channel Error-Induced
Packet Drops as Sign of Network Congestion and Slows Down the
Sender. The Channel Conditions Were Controlled by Changing the
Transmission Power of the NICs

Channel
Condition

TCP Thruput
(Mbps)

Optimal UDP
Thruput (Mbps)

TCP Underutilization
(%)

Very bad 0.08 0.87 90.8

Bad 3.37 6.07 44.5

Average 14.5 18.6 22.0

Very good 26.9 32.9 18.2
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from the corresponding experiment conducted on an IEEE 802.11a-
based 4-node testbed.

3.2.2.2 Channel Sharing Problem
Existing transport protocols at best attempt to allocate a radio chan-
nel’s bandwidth fairly among flows from a single node, rather than
among all flows from all nodes that share the radio channel. As a
result, a flow emanating from a node with fewer flows tends to get

F2F1

F1, F2, F3

F1

F2

F4

2 431

3 4

21 3 4

(b) RTT-dependent unfairness

(a) Hidden node problem

(c) Unfair channel sharing

2 1

Sense 

Sense

Figure 3.3 Three scenarios in which significant unfairness among flows arises.
The wireless nodes getting a lesser than fair share of bandwidth are numbered 1
and 2, whereas the ones getting a larger share are numbered 3 and 4. (a) Node 1
lacks informations about node 3’s transmissions, attempts its communication at
inopportune times, and eventually backs off unnecessarily. (b) Flow F1 traverses
more hops than flow F2. Some transport protocols, such as TCP, give more
bandwidth to flow F2. (c) Flow F1, F2, F3, and F4 all share the same channel, but
most transport protocols allocate more bandwidth to F4 than to others.
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a larger than fair share of channel bandwidth. Figure 3.3c depicts an
example of this case, while Figure 3.5 presents the empirical results
from the corresponding experiment.

3.2.2.3 RTT-Dependent Unfairness
TCP’s fairnessdepends stronglyon the round trip time (RTT)of the flows
involved. Specifically, when two multihop TCP flows share the same
wireless link, the flowtraversinga fewernumberofhops tends toacquire
ahigher shareofbandwidth (Figure3.3b).While this is trueeven forTCP
operationsonthewiredInternet, theproblemismuchmore frequent ina
WMN. In a WMN, most of the traffic is directed to/from gateway nodes
that connect theWMNto thewired Internet. As differentWMNnodes are
bound to be different hops away from these gateway nodes, an RTT-
independent fairness model is essential for effective mesh operations
(Figure 3.3b).

3.2.2.4 Bad Fish Problem
Even when two interfering links are not hidden from each other and
have equal number of flows traversing them, IEEE 802.11 MAC allocates
equal number of packet transmissions to each of them. However,
these interfering links could be operating at vastly different link rates,
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Figure 3.4 Amplification of the hidden node problem (Figure 3.3a) in existing
wireless transport protocols.
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e.g., 1 and 11 Mbps. In such a case, the effective throughput of 11 Mbps
link becomes limited by that of 1 Mbps link. We call this problem the
bad fish problem. If instead the MAC layer allocates equal channel time
to the two links, the 11 Mbps link would no longer be limited because of
the interfering link operating at 1 Mbps link rate.

The above performance issues (Section 3.2.1.1 through Section
3.2.2.4) need to be tackled at many different fronts. First, to improve
theoverall capacityof thenetwork,multiplechannelsneed tobeutilized
within each WMN. Second, the routing layer needs to choose paths that
effectively utilize this capacity by considering both the link qualities and
the amount of traffic introduced by each of the flows. Finally, to make
this network-layer bandwidth available to applications, the transport
layer needs to perform fair and efficient allocation of bandwidth across
competing flows. In the following sections, we discuss related works
geared to improve network performance from each of these directions.

3.3 HIGH-PERFORMANCE ROUTING

Routing governs the flow of packets through the WMN. While shortest
path routing minimizes the amount of network bandwidth used to
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Figure 3.5 While existing transport protocols work effectively when the partici-
pating flows share some common intermediate node, they fail to allocate band-
width fairly when flows share common radio channels (Figure 3.3c). The optimal
bandwidth allocation was achieved by exhaustively trying different sending rates.
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transfer packets, it does not consider important factors such as link
errors, link criticality, or channel diversity during path selection. Intel-
ligent selection of paths based on these factors can not only improve
the quality of path chosen for current stream of packets, but also
potentially enable network to admit more packet load in future. In
this section, we discuss several representative routing techniques
proposed in the literature that aim to improve the end-to-end network
throughput.

3.3.1 Link Quality-Aware Routing

In a wired network, it is usually safe to assume that a link either works
well or does not work at all. The assumption does not hold for
wireless networks, where a majority of the links have intermediate
loss ratios [6]. Simply minimizing the hop count maximizes the dis-
tance traveled by each hop; this in turn minimizes the signal strength
and thus maximizes the loss ratio of each hop.

Expected transmission count (ETX) is one of the first metrics that
explicitly accounts for link quality during path selection [6]. The ETX
of an individual link is defined as the expected number of transmis-
sions (including retransmissions) it takes for a single packet to be
successfully transmitted over that link. It is computed by the following
equation:

ETX ¼ 1

df �dr
(3:1)

where df is the forward delivery ratio, i.e., the probability of successful
reception of a single packet sent by the transmitter, and dr is the
reverse delivery ratio. The ETX of a route is defined as the sum of
ETX of individual links composing the path. The ETX metric not only
avoids low-quality (high ETX) links, but also prefers shorter (low
aggregated ETX) paths to minimize network resource usage. The
delivery ratios df and dr are estimated through periodic exchange of
HELLO packets among neighbors.

ETX ignores the fact that different links in the network could
operate over different link rates and hence consume different amounts
of channel time. Draves et al. [7] overcomes this limitation by using
expected transmission time (ETT), which is computed as

ETT ¼ ETX � S

B
(3:2)
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where S is the average size of the packet and B is the raw bandwidth
of the link. While the true transmission time of a packet depends
upon several factors such as back-off delay, the authors found that it
is sufficient to use the raw bandwidth of the link to compute the
expected transmission time.

3.3.2 Interference-Aware Routing

Neither ETX nor ETT captures the channel load along the path. These
metrics could therefore end up choosing congested paths even if a
lightly loaded path is available. Various routing protocols have been
proposed that consider the traffic load during the path selection. Load-
balanced ad hoc routing (LBAR) is one such protocol [9]. Here, the
route discovery is done in a reactive manner, where the destination
chooses the least loaded path. The path load is captured by aggregat-
ing the degree of nodal activity on the nodes composing the path. The
degree of nodal activity for a node is in turn defined as the sum of
number of active paths passing through the node and its interfering
neighbors. This is given by the expression:

Pathcostp ¼
X

i2p

Ai þ
X

j2N (i)

Aj

 !

(3:3)

where Ai is the number of active flows going through node i and N(i )
is the set of neighbors of i.

Dynamic load-aware routing (DLAR) similarly uses the number of
packets queued in a node’s interface queue to estimate its load [10].
The interface queue size in some sense measures how overloaded the
channel of the outgoing link is. Hyacinth [21] approximates the chan-
nel load observed by a link by explicitly summing the traffic load
(bytes per second or packets per second) imposed on that channel by
all its interfering links.

Unlike topology-based routing, traffic-based routing may choose
different paths between the same pair of nodes at different points in
time. This characteristic of traffic-based routing can easily lead to route
oscillations, where several sender nodes simultaneously detect and
switch to an underloaded path. The latter path therefore becomes
overloaded requiring all the senders to switch back. Route oscillation
is a well-studied topic in wired networks and solutions there could be
applied in WMN context as well.
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3.3.3 Multipath Routing

Most routing protocols only utilize a single path to route packets
between any communicating node pair. Another possibility is to
discover and utilize multiple paths between a source and a destination
node. The availability of redundant paths provides a degree of fault
tolerance in case a node on the primary route fails. Further, the traffic
can be distributed across multiple noninterfering paths to achieve
better network load balancing or higher aggregate throughput.

Much of the work on ad hoc multipath routing has been done with
the goal of improving fault tolerance. For instance, Lee and Gerla [8]
perform explicit selection of multiple node-disjoint paths at the re-
ceiver of route request. Specifically, the receiver compares the path
stamped on different route requests before selecting the ones to be
advertised back to the sender. Similarly, Marina and Das [51] propose a
multipath variant of AODV called AOMDV. Here, multiple disjoint
paths are maintained for each destination. When the primary path
fails an alternate path is available instantaneously. This eliminates the
route rediscovery overhead. Mosko and Garcia-Luna-Aceves [13]
explore the use of meshed or nondisjoint paths to increase path
reliability. Their claim is that exploiting mesh connectivity increases
path reliability since adding a loop-free path can never decrease
reliability. Although node disjointness of routes provides tolerance
against node failures, but does not necessarily ensure that the paths
do not interfere. This limits the amount of spatial load balancing such
schemes can achieve in the context of WMNs.

Roy et al. [12] argue that it may not be possible to find multiple
paths that do not interfere with each other if the nodes are using
omnidirectional antennas. They evaluate the impact of multipath rout-
ing on end-to-end throughput in two cases—one when the nodes are
equipped with omnidirectional antennas, and another when they
are equipped with directional antennas. Their simulation results sub-
stantiate their argument.

3.3.4 Diversity-Aware Routing

In context of multichannel WMNs, channel diversity of the paths
becomes an important concern during the path selection. Specifically,
to minimize intraflow interference (Figure 3.2), adjacent hops of a
route should operate over different channels. One such metric that
accounts for channel diversity in path selection is weighted cumula-
tive ETT (WCETT) [7]. Formally, WCETT is defined as
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WCETT ¼ (1� b)�
X

n

i¼1

ETTi þ b�max
k

j¼1
Xj (3:4)

where ETTi is the expected transmission time of a packet over i th
hop, Xj is the sum of transmission times over hops operating on
channel j, and b is a tunable parameter between 0 and 1. The first
term is used to limit the end-to-end delay incurred or the total network
bandwidth consumed by each packet. The second term limits the
number of hops that operate over the same channel. The authors’
experiments suggest that WCETT is able to select channel-diverse
routes.

WCETT suffers from two limitations. First, it does not take inter-
flow interference into account. Paths whose nodes have more inter-
fering neighbors would have worse performance. Second, WCETT is
nonisotonic and that makes it unsuitable for use in link-state algo-
rithms. A metric is said to be isotonic if it preserves the relative weight
of two paths when both are prepended by a common path. Yang et al.
[14] propose metric of interference and channel switching (MIC), an
isotonic metric which also considers interflow interference. MIC is
computed as

MIC ¼ 1

N �min (ETT)

X

link l2p

IRUl þ
X

node i2p

CSCi (3:5)

where

IRUl ¼ ETTl � Nl (3:6)

and

CSCi ¼
w1 if CH (prev(i)) 6¼ CH(i)
w2 if CH (prev(i)) ¼ CH(i)

� �

(3:7)

0 < w1 < w2, N is the total number of nodes and min(ETT) is the
smallest ETT is the network. ETTl is the ETT of a link, and Nl is
the set of neighboring nodes interfering with link l. CH(i) is the channel
in which link l transmits, and prev(i) is the channel of the previous
hop along this path. IRUl accounts for interflow interference and CSCi

represents self-interference when adjacent hops of a path operate in
the same channel. However, this metric only accounts for intraflow
interference among successive hops of the flow; in a realistic situation
intraflow interference could extend to several hops. It is not clear
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if extending it to multiple prior hops would retain isotonicity of
the metric.

3.3.5 Opportunistic Routing

Traditional routing protocols decide a sequence of nodes between the
source and the destination and route every packet through that se-
quence. This routing framework fails to leverage the broadcast nature
of wireless transmissions. Specifically, when an intermediate receiver
fails to receive a packet, the packet has to be retransmitted by the
immediate transmitter even if another neighbor of the receiver suc-
cessfully received the packet. ExOR is an opportunistic routing mech-
anism that makes delayed forwarding decisions [11]. Specifically,
ExOR broadcasts each packet on each hop, determines the set of
nodes that actually received the packet, and then chooses the best
receiver (that is closest to the final destination) to forward the packet.
Since choosing the best receiver incurs communication overhead,
delayed decisions are made for batch of packets. The advantage of
delayed forwarding decisions is that ExOR can try multiple long
but radio lossy links concurrently, resulting in high expected progress
per transmission.

ExOR attempts to decrease the total number of transmissions, but
does not explicitly leverage the multirate option at the physical layer
that leads to transient variations in transmission rates. ROMER [15]
another routing protocol based on this framework leverages such
transient variations to select the highest throughput path instead of
the closest receiver to the destination. Specifically, ROMER forms an
opportunistic, forwarding mesh that is centered around the long-term
stable, minimum-cost path (e.g., the shortest path or long-term min-
imum-delay path), but opportunistically expands or shrinks at the
runtime to exploit the highest-quality, best-rate links.

3.4 MULTICHANNEL WIRELESS MESH NETWORKS

The IEEE 802.11b/g standards and IEEE 802.11a standard provide 3
and 23 nonoverlapped frequency channels, respectively, which could
be used simultaneously within a neighborhood. Ability to utilize
multiple channels substantially increases the effective bandwidth
available to wireless network nodes. However, a conventional
WMN architecture equips each node with a single interface, which is
always tuned to a network-wide unique channel in order to preserve
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connectivity. To utilize multiple channels within the same network,
either each node needs channel-switching capability [16–19] or it
needs multiple interfaces each tuned to operate in a different channel
[20,21]. Channel-switching requires fine-grained synchronization
among nodes as to when any node will transmit/receive over a
particular channel. One possible scheme is to have all the nodes
switching between all the available channels in some predetermined
order [50]. Here an interface switches between available channels in
different slots, based on a random seed. Nodes wishing to communi-
cate wait for a slot where their interfaces are in the same channel.
These sequences are not fixed and can be altered if need arises.
The advantage of this scheme is that traffic is load balanced across
all available channels reducing overall interference. However such
fine-grained synchronization is difficult to achieve without modifying
the 802.11 MAC layer. Therefore, using multiradio wireless mesh
routers is a more promising approach to form multichannel IEEE
802.11 WMNs.

The assignment of channels to radio interfaces plays an important
role in harnessing the raw bandwidth capability of this multiradio
architecture. For instance, an identical channel assignment to all
nodes [7] would artificially limit the throughput improvement possible
over single-radio architecture. Intuitively, the goal of channel assign-
ment is to reduce interference by utilizing as many channels as pos-
sible within each neighborhood while maintaining the necessary
connectivity between nodes. In this section, we discuss various
techniques proposed to perform intelligent channel assignment.

3.4.1 Topology-Based Channel Assignment

Channel assignment can be done purely based on the network topo-
logy with the goal of minimizing the interference on any link. Channel
assignment in this case reduces to a constrained graph coloring prob-
lem where links are colored by the channels constrained by the
number of interfaces on a node. The problem is known to be compu-
tationally hard; therefore the proposed solutions are approximate.
Marina and Das [30] take this topology-control approach to solve the
channel assignment problem and propose a greedy solution to it. The
algorithm, termed connected low interference channel assignment
(CLICA), visits all the nodes in the order of their channel constraints;
more constrained nodes are visited first. Upon visiting a node, the
channels are chosen in a greedy fashion: the node picks locally
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optimal channels for each of its communication edges. The optimiza-
tion goal is to minimize the maximum interference faced by any link.
It should be noted that the visiting order changes dynamically to
account for changing constraints on the nodes. It can however be
shown that once a link is assigned a certain channel, it does not need
to be readjusted in later steps.

Subramanian et al. [31] propose a search-based approximation
solution, where the solution space is searched for a better solution
until none is found for some number of iterations. It first uses a TABU
search-based approximation algorithm to color each edge in the net-
work graph with one of the K available colors such that the total
number of conflicting edge pairs are minimized. In the next phase,
edge-connected components are remerged as needed to satisfy the
interface constraint on each node. Tang et al. [32] solve the problem
of finding a channel assignment, such that if the original network
forms a K-connected graph then the resulting network topology is
also K-connected. Their objective is to minimize co-channel interfer-
ence for any channel.

Das et al. [33] solve the channel assignment problem by formula-
ting it as a linear program. Their objective is to find a channel assign-
ment that maximizes the number of links that can be active
simultaneously. The constraint of this linear program includes the
number of interfaces on the node, and the fact that an interface cannot
be assigned multiple channels. This problem turns out to be an integer
linear program, since all the variables (channels, interfaces, interfer-
ence) are all integer valued. Integer linear programs are exponential in
complexity, hence the authors propose greedy heuristic algorithms to
solve the problem.

3.4.2 Traffic-Aware Channel Assignment

A topology-based channel assignment is based on the premise that all
network links are equally loaded. This premise does not hold true for
a general traffic distribution, as some links are bound to carry more
traffic than others. Intuitively, the goal of channel assignment in a
multichannel WMN should be to bind each network interface to a
radio channel in such a way that the available bandwidth on each
virtual link is proportional to the load it needs to carry. As the link load
is determined by routing algorithm, in an ideal solution the channel
assignment is also performed in conjunction with the routing.

Even with complete information about network topology and
traffic matrix, the channel assignment problem is NP-hard. We have
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proved this hardness property [20] by reducing minimum subset sum
problem to the channel assignment problem. We propose a traffic-
engineering solution that uses a greedy heuristic to select channels for
individual network links. Specifically, given a network topology and
expected link loads (based on routing), the heuristic visits all the links
in decreasing order of their expected loads. Upon visiting an edge, the
heuristic greedily assigns a locally optimal channel that minimizes the
neighborhood interference. In each step, the heuristic attempts to
maintain the previous channel assignment as constraints. The output
of each run of channel assignment is fed to the routing algorithm that
translates the channel assignment into bandwidth assignment and
uses it to come up with more realistic routes. The routing algorithm
is in turn used by the next iteration of channel assignment to
come up with more informed selection of channels for each link. We
experimentally prove that even with two interfaces on each node, this
traffic-engineering solution achieves upto seven times improvement
in network cross-section capacity when compared with a single-radio
architecture.

Most theoretical work on traffic-aware channel assignment require
use of omnipotent scheduler to achieve optimal MAC scheduling. For
instance, Alicherry et al. [34] solve the joint problem of channel
assignment and routing and devise a constant-factor approximation
of the optimal. The authors follow a multistep procedure: The algo-
rithm begins with an LP formulation for routing problem with inter-
ference-free schedule based on the packing lemma. The channel
assignment algorithm runs over this solution to achieve bandwidth
equal to factor k-times required load at all the nodes. Finally, an LP is
formulated to reduce the interference over the channel assignment
and maximize the flow. It can be proven that this algorithm is within a
constant factor of the optimal. The proof, however, relies on the
assumption that the scheduling can be done by an omnipotent entity.
The impact of using IEEE 802.11 scheduling in place of this optimal
scheduler is not discussed.

3.4.3 Dynamic Channel Assignment

Unlike routing, limited research has been done to devise distributed
schemes for channel assignment. A fundamental issue with distributed
channel assignment is the dependency between the channels used by
different nodes. In the general case, a single-channel assignment
change can lead to a series of channel changes cascading through
the entire network. This effect is demonstrated in Figure 3.6.
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We have proposed a distributed mechanism to assign channels
[21]. Each node periodically exchanges channel usage information
with its interfering neighbors, and constructs a channel-usage map
of the neighborhood. Based on this map, the node assigns the least-
used channel to its interfaces while coordinating the assignment with
its immediate neighbors. To break the channel dependency, we utilize
the tree structure of the network and ensure that the set of channels
used by a node to communicate with the parent node is nonintersect-
ing with the set of channels used to communicate with child nodes
(Figure 3.7). Based on this restriction, each node independently
assigns the channels to its downlinks, while its uplinks get assigned
the same channels as its parent’s downlinks.

Kyasanur and Vaidya [35] present another distributed channel
assignment mechanism where a subset of each node’s interfaces are
assigned to fixed channels, while the remaining interfaces are
switched across different channels based on immediate communica-
tion requirements. The fixed interfaces of a node are assigned the
least-used channels in the neighborhood and this information is com-
municated to the node’s neighbors. When a node needs to communi-
cate with another, it temporarily switches one of its interface to the
fixed channel of the other node.
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Figure 3.6 This example shows how a change in channel assignment could lead
to a series of channel reassignments across the network because of the channel
dependency problem. In this example, when link D-E is changed from channel 3
to channel 7, link D-F, E-H, and H-I also need to change channels in order to
maintain the constraint on number of interfaces per node.
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3.4.4 Inter-Channel Interference

Ideally, there should be no interference between nonoverlapping
channels. This assumption, however, is not entirely true in practice.
In our experiments with real 802.11 hardware, we observed substan-
tial interference between two cards placed on the same machine
despite operating on nonoverlapping channels. The extent of inter-
ference depends on the relative positions of the cards. Placing cards
right on top of each other lead to maximum interference, and achieves
only a maximum 20% gain in aggregate goodput over the single-
channel case (Table 3.3.). If the cards are placed horizontally next to
each other, as in Orinoco AP-1000 access points, the interference is
minimum leading to almost 100% gain in aggregate goodput. In
addition, the degradation due to interchannel interference was
found independent of the guard band, i.e., the degradation was
almost the same when channel 1 and 6 were used as compared to
the case when channel 1 and 11 were used. We suspect this interfer-
ence arises because of the imperfect frequency filter present in the
commodity cards.

UP-NICs

Child 1 Child 2

Neighbor 1 Neighbor 2

CONTROL-NIC

Optional

Parent

DOWN-NICs

A

C2C1

P

N1 N2

Figure 3.7 Eliminating the channel dependency problem by separating the set
of NICs used in each WMN node into UP-NICs and DOWN-NICs so that any
channel assignment change in a WMN node’s DOWN-NICs does not affect its
UP-NICs.
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This result has implication over the placement of multiple cards on
the same machine. The electromagnetic leakage from the cards needs
to be taken into account, and one card should not be placed in the
zone where the strength of the leakage radiations by the other card is
high. One possible way to achieve this is to use USB cards instead of
PCI/PCMCIA cards and place them side-by-side in similar configur-
ation as in Orinoco AP-1000 access points.

Another possibility is to equip cards with external antennas and
place the external antennas slightly away from each other. Using
external antennas alone may not suffice: it is also necessary that the
internal antenna of the card is disabled. We used Orinoco Gold PCI
adapters, that come with external antennas, that enabled us to build a
multichannel WMN using standard PCs.

Yet another option is to use the upcoming Engim chipsets [52]
which solve the interference problem at RF-level itself. Engim chipsets
receive the complete spectrum, digitize it and process it to compen-
sate for interchannel interference. This wideband spectral processing
capability can help build single NIC with multichannel communica-
tion capability while introducing minimal interchannel interference.

3.5 FLOW FAIRNESS

The techniques discussed in Section 3.4.4 make the raw bandwidth of
multiple IEEE 802.11 channels available to the network layer. The next

Table 3.3 Interference between Two Internal Antenna-Equipped
802.11b Cards Placed on the Same Machine and Operating on Channel
1 and 11. The Last Column Indicates the Total Goodput Achieved As a
% of the Sum of Individual Goodputs Without Interference. The Link-
Layer Data Rate for All These Experiments was Clamped to 11 Mbps

NIC-1
Action

NIC-2
Action

NIC-1
Goodput

NIC-2
Goodput

% of Max
Goodput

Send Silent 5.52 — —

Recv Silent 5.23 — —

Silent Send — 5.46 —

Silent Recv — 5.37 —

Send Send 2.44 2.77 47.6

Recv Send 2.21 4.02 58.3

Send Recv 4.22 2.42 61.0

Recv Recv 4.02 1.89 55.8
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step is to fairly and efficiently allocate this bandwidth among multiple
competing flows. As discussed in Section 3.2, IEEE 802.11 MAC layer
demonstrates substantial unfairness in several common scenarios.
Without special mechanisms in place, MAC unfairness can not only
lead to unfair application flow-level bandwidth allocation but also lead
to starvation of some flows. In this section, we study a fairness model
suitable for WMNs, and present several of the approaches used to
provide flow fairness despite MAC layer unfairness.

3.5.1 Reference Model for Fairness

The notion of fairness itself is dependent on the model one chooses.
Gambiroza et al. [38] propose a reference model for fairness in WMN
that captures the following four objectives:

1. The granularity of fairness is an ingress-aggregated flow,
independent of the number of TCP microflows or mobile
devices supported by the ingress node. An ingress node would
typically correspond to a single household or a single hotspot,
and thus would lead to per-customer service granularity.

2. The spatial reuse of channel must be maximized by reclaiming
the unused network bandwidth due to lack of demand on some
nodes or other bottlenecks for the flows.

3. Spatial bias must be eliminated to ensure that nodes different
hops away from the wired gateways still get similar end-to-end
bandwidth shares.

4. Channel time rather than throughput should be considered as
the basic network resource to be fairly shared. This objective
tackles the bad fish problem discussed in Section 3.2.2.

3.5.2 Implicit Rate-Based Congestion Control

WTCP modifies TCP to utilize a rate-based congestion control [22]. It
measures the ratio of inter-packet spacing on the receiver and that on
the sender, to determine whether to increase or decrease the sending
rate [22]. The instantaneous service rate of the bottleneck link along
the path is reflected in the interpacket delay at the receiver. If the
sending rate is lower than the available bandwidth, the received
packets would maintain their interpacket spacing. Otherwise, the
probe packets would queue up behind each other and their spacing
would increase [22]. This approach assumes that all flows in the
network are serviced in a strict round-robin fashion at the bottleneck
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links. This assumption does not hold in general on 802.11-based
WMNs, because packet transmissions on wireless links tend to be
bursty, and traffic bursts arriving at a bottleneck link may be serviced
without any interleaving.

3.5.3 Explicit Rate-Based Congestion Control

Ad hoc transport protocol (ATP) [23] follows a cross-layer approach in
its core design. In ATP scheme, every intermediate node measures
queuing and transmission delays for each packet passing through it.
The sum of exponentially averaged queuing and transmission delays
yields the average packet service time experienced by all the flows
going through the intermediate node. Assuming that each flow has just
one packet in the bottleneck link queue, the service time reflects the
ideal dispatch interval for all the flows competing over the bottleneck
link. Every packet bears the maximum service time encountered on any
of the intermediate hops. The bottleneck service time is communicated
to the sender which adjusts its packet dispatch interval to match this
service time. Contrary to the simulation results, our experiments sug-
gest that an ATP sender fails to utilize the network optimally [44]. This is
because ATP includes packet queuing time into the service time meas-
urements that makes it unable to maintain a steady flow rate [45].

EXACT [24] is another explicit rate-based flow control scheme.
EXACT routers measure the available bandwidth as the inverse of
per-packet MAC contention and transmission time. Each router then
runs a proportional max–min fair bandwidth sharing algorithm to
divide this measured bandwidth among the flows passing through it.
The bandwidth stamping mechanism is similar to ATP. Unlike ATP,
EXACT decouples queuing time from the service time measurements
and thus achieves much better network utilization.

3.5.4 Ingress Flow Throttling

None of the above congestion control mechanisms addresses the hid-
den terminal and channel sharing problem discussed in Section 3.2.
A promising approach to achieve flow fairness is to throttle flows at
their ingress nodes to their network-wide fair shares. Gambiroza et al.
[38] provide a rough sketch of such an algorithm. Here, each WMN
router measures the average offered load arriving from/to its own
mobile users, as well as the average capacity of the links to each of its
adjacent routers. The offered loads and link capacities are periodically
communicated to other WMN routers. For each link, a router then
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computes the aggregate time shares in each of the link’s contention
neighborhoods and chooses the minimum value. The minimum time-
share is then converted into rate and transmitted to other routers.
Finally, each ingress router determines its end-to-end flow rate, and
throttles its flows to this system-wide fair rate. The authors propose
to apply this algorithm at layer 2 of each router, as it keeps TCP intact
and works even in the presence of uncontrolled transport flows such
as UDP.

3.5.5 Neighborhood RED

Xu et al. [29] improve TCP fairness by extending the idea of random
early detection (RED) to multihop wireless networks. Simply applying
RED to individual node’s packet queue does not work because of the
shared channel space. Therefore, the authors view the queues on a
node and its interfering neighbors as a single distributed queue and
apply RED to this distributed queue. The node infers the neighbor-
hood queue size by monitoring the channel utilization. When the
utilization goes above a certain threshold, neighborhood congestion
is detected. The node then computes its own drop probability, and
broadcasts this information to its neighbors. Based on this informa-
tion, the nodes with highest contribution to the neighborhood chan-
nel congestion drop packets from their local queues.

3.5.6 Overlay MAC Layer Approach

The unfairness problems of IEEE 802.11 MAC could be addressed by
making it aware of application’s priorities. Rao and Stoica [25] propose
another approach of forming an overlay MAC layer on top of 802.11
MAC. Based on loose time synchronization and application assigned
weights, the overlay MAC runs a distributed time division multiple
access (TDMA) algorithm and allocates time slots to competing nodes.
Weighted fair queuing is used to assign more time slots to nodes
having greater number of flows. Every node in the network decides
a set of time slots for all other nodes in the network using a random
number generator with the same seed. This allows for a distributed
algorithm. The packets are then trickled from the overlay MAC to
802.11 MAC based on this time slot allocation. The advantage of
this approach is that it can perform fair bandwidth allocation on
top of standard 802.11 MAC. However this scheme faces a common
disadvantage faced by most TDMA schemes. It incurs overhead when
the owner of a slot has nothing to send. They attempt to reduce
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the overhead using a timer after which the slot is taken over by the
next node.

3.6 OTHER ISSUES

3.6.1 Quality of Service

Many popular applications such as voice-over-IP and video-over-IP
have specific end-to-end delay and bandwidth requirements that can
not be satisfied by best-effort service. Unlike wired networks, WMN
links in a radio neighborhood share the same channel and hence it is
not sufficient to just differentiate and prioritize traffic at per-router
level. A mechanism is needed to prioritize traffic across nodes. Kano-
dia et al. [40] devise distributed priority scheduling, where the priority
tag of a node’s head-of-line packet is piggybacked onto handshake
and data packets. Each node also monitors all the transmitted packets
and maintains the priority of all nodes in its neighborhood in a
scheduling table, and uses the IEEE 802.11 priority back-off scheme
to approximate this idealized schedule. To deal with congestion and
link errors, the authors further devise multihop coordination in which
downstream nodes can increase a packet’s relative priority to make up
for excessive delays incurred upstream. The authors [40] however
suggest modifications to IEEE 802.11 protocol to incorporate these
techniques. We believe that both these schemes can indeed be imple-
mented on top of unmodified 802.11 using a mechanism similar to
overlay MAC layer [25]. Such a combined solution that would be able
to provide differentiated service to multimedia flows traversing an
802.11-based WMN is not yet developed.

3.6.2 Topology Planning

While the position of nodes in a WMN could be chosen randomly and
the network would adapt to that given topology, a more planned
approach could use the flexibility in initial positioning of nodes to
optimize the network performance. Specifically, there are two vari-
ables here—the position of regular nodes and the placement of the
gateway nodes. The gateway placement problem has been addressed
[41,42]. Nodes are grouped into clusters, and a set of cluster heads
are selected as the gateways such that the delay and bandwidth
requirements of all nodes in the network are met [42]. This problem
is addressed by first finding the minimal number of disjoint clusters
connecting all the nodes, and then further subdividing the clusters that
violate quality of service (QoS). Both the phases are shown to be
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NP-hard, and constant-factor approximation algorithms are proposed
for each of them. Unlike [42], [41] starts with a set of possible gateways’
locations. The goal is to place a minimum number of gateways in
these locations such that the bandwidth requirement of every ingress
is met. The authors propose greedy approach which ensures that the
choice of gateways satisfies the demands of all nodes by bounding the
shortest path between any node and the gateway serving it.

The node placement problem is addressed by Basu et al. [43],
where network performance is optimized by modifying the existing
topology incrementally. The authors model the mean end-to-end
delay of a network based on the queue length on individual nodes
and the overall network topology, and come up with algorithms that
move existing nodes and choose the best possible placement of a new
node such that the mean end-to-end delay is minimized.

Each of these solutions addresses a part of the general problem
which is to decide the optimal placement of a fraction of regular and
gateway nodes, while the placement of remaining ones is given as input.

3.6.3 Advanced Topology Discovery

The most fundamental element of any network management is the
ability to visualize the location and interconnectivity of nodes as well
as the utilization of network resources (in this case wireless channels)
at each location. This is especially important for larger scale WMN as
they need to coexist with, rather than compete with, other residential
and office wireless LANs. The three research questions here are the
following. First, how to utilize multiple radios (and potentially smart
antennas) equipped on each mesh node to perform accurate multihop
locationing of the entire network? Second, how to determine the
accurate radio topology of a network including each node’s interfer-
ence range neighbors? Third, how to produce a comprehensive RF
usage map of the network using the inherent RF-sensing capability of
the individual mesh node? Apart from network visualization, this
information is also useful for network optimizations such as deciding
which channels to use on which router.

Localization of network nodes has been a widely researched area.
Geographical positioning systems based on satellite information can
be used outdoors to give accurate location information. However,
presence of obstacles and interference make indoor positioning a
challenging task. Haeberlen et al. [46] provide locationing support
for mobile clients as they move through a large-scale 802.11 AP
deployment. Here, a mobile client sends out the probe requests to
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the nearby APs and the signal intensities of probe responses received
are compared with prior measurements of coarse signal strength
distributions in the building. This information is then used to localize
the node. Several researchers have investigated the problem of local-
ization in a multihop setting [47,48]. Here the positions of some of
the nodes are given as input, while the positions of remaining nodes
are determined based on relative signal strengths between nodes.
A detailed survey of these techniques is beyond the scope of this
chapter.

Finding interference relations between different links is another
problem unique to wireless networks. Several interference models
have been proposed in literature, which try to model real world inter-
ference characteristics. The protocol model assumes that interference is
an all or none phenomenon and is some function of distance, while in
the physical model interference is measured based on its impact on
signal-to-noise ratio [1]. In real world, the time varying nature of the
wireless medium makes it harder to compute interfering links. One
empirical technique is to determine the interference relationships at
startup [49] by measuring the throughput at a receiver for pairs of
communicating senders and comparing it with the throughput for each
node separately. If throughput is lower in the first case one can conclude
that the links interfere. This technique fails to capture the dynamic nature
of interference and can only be performed at startup when no other data
is traversing the links. De et al. [44] have proposed another scheme to
find interfering links. The idea is that a node may not be able to hear
transmission from interfering neighbors but can sense them. Empirically,
for 802.11a cards if the transmission rate is set to the lowest, and the
transmit power is increased by 2 dBm, sense-range neighbors become
hearing-range neighbors. Hence sending a broadcast ping at modified
power/rate settings and identifying the nodes which respond gives a
good approximation of interfering nodes at original power/rate settings.

3.6.4 Long-Distance Wireless Mesh Networks

In recent times long distance mesh networking has been explored for
low-cost connectivity in rural areas and in inhospitable terrains. These
types of networks are characterized by links that are long distance
typically covering several miles, high gain antennas which are used to
increase coverage, and multiple radios per node. This model affects
different layers of the protocol stack. The MAC protocol has to account
for long delays, and higher layers need to be modified if applications
such as VoIP are to be deployed on these networks.
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One such project is the Digital Gangetic Plains [28] where a long
distance mesh network has been set up covering 12 rural villages in
India. The longest link extends around 39 km and is achieved using
directional antennas and specialized protocols. Long distance links
require certain modifications to the 802.11 MAC settings such as
increasing the period for an ACK timeout and modification of conten-
tion window slot times to accomodate larger link delays. Unfortu-
nately, a carrier sense multiple access (CSMA)-based MAC is not a
good fit for this application, since contention resolution is not a major
factor and a CSMA MAC would not allow simultaneous operation of
multiple directional antennas as it would perceive it as interference.
To overcome this limitation, they propose use of a TDMA MAC and
come up with a synchronization protocol called SynOP to allow
simultaneous operation of multiple antennas per node.

3.7 OPEN ISSUES

The techniques described in this chapter can be used to build a high-
capacity WMN using commodity IEEE 802.11 hardware. However,
before such networks can become part of mainstream deployments,
several other issues need to be addressed. These issues can be broadly
categorized into fairness, security, QoS and network management.
Many of these issues are generic to any WMN and not just IEEE
802.11-based WMNs. In this section, we focus on those that are
specific to IEEE 802.11 wireless mesh networking.

3.7.1 Max–Min Flow Allocation

As discussed earlier, IEEE 802.11 MAC layer exhibits unfair distribution
of bandwidth in several common scenarios. Further the bandwidth
allocation is not easily controlled by higher layer protocols. The only
control that higher layer has is when to release packets. Overlay MAC
layer [25] utilizes this fact to alleviate some of the fairness issues with
IEEE 802.11 WMNs. However, a complete solution that can achieve
max–min fairness on top of unfair 802.11 MAC is yet to be found. Such
a solution needs to deal with all the scenarios discussed in Section 3.2.

3.7.2 Interference-Aware Multipath Routing

Most of the multipath routing work has been done with the goal of
improving network fault tolerance. Multipath routing can however
also improve end-to-end throughput between two nodes if the paths
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are noninterfering. Absence of interference is essential to ensure that
multiple paths can simultaneously transport packets. Given a network,
there is no distributed mechanism available that can be used by a
source node to discover multiple noninterfering paths to a given
destination.

3.7.3 Directional Antenna-Based Mesh Networks

The use of IEEE 802.11 has even been extended to build long-distance
WMNs that can be used to provide Internet connectivity to rural areas
[28]. Digital Gangetic Plains [28] already deal with many of the IEEE
802.11 assumptions that break down in such settings. The problem of
using directional antennas in a general IEEE 802.11 WMN is not fully
addressed [26,27]. Specifically, given a WMN where each node is
equipped with multiple interfaces each attached to a steerable direc-
tional antenna, a topology determination algorithm that determines
the direction and channel of each interface is not yet known.

3.7.4 Secure Routing Protocols

Security of IEEE 802.11-based WMN remains an open problem.
Although use of cryptography can address most of the outsider
attacks, it cannot prevent attacks from compromised mesh nodes.
Specifically, a single compromised mesh node can redirect all the
traffic of a mesh network toward itself forming a black hole. Research
on byzantine fault tolerance of routing protocols is a topic pursued by
many researchers [36,37]. However, most of these protocols utilize
cryptographic techniques. Another approach to this problem is to
introduce redundant computation in the routing protocol. How to
utilize redundancy to secure the routing protocol, detect comprom-
ised nodes, and isolate them is a research question yet to be answered.

3.7.5 Fault Diagnosis

Automated fault detection and diagnosis has been the holy grail of
network management. The problem is complicated in WMN as it is
nontrivial to distinguish whether the poor performance is because of
bad channel conditions, interference, software bugs, faulty hardware,
or compromised nodes. The only work we are aware of in this
direction is by Qiu et al. [39]. Here, the authors feed the observed
network states such as channel conditions, traffic loads, and network
topology to a network simulator. Next, a set of potential network faults
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are simulated, and the simulated performance is matched with the real
workload to determine the actual fault that might have occurred.

3.8 CONCLUSION

Economies of scale make IEEE 802.11 a promising technology for
building WMNs. The focus of this chapter had been on understanding
the capacity and fairness issues in such networks. Specifically, we
surveyed several state-of-the-art routing and transport layer tech-
niques proposed to address these issues.

Substantial research and commercial activities has prompted the
formation of a new IEEE 802.11s committee. The goal of the commit-
tee is to develop an IEEE 802.11 extended service set (ESS) mesh that
would be built on top of the current 802.11a/b/g standards using the
IEEE 802.11 WDS. The nodes will be able to automatically discover
each other and form mesh networks that support both broadcast/
multicast and unicast delivery using radio-aware metrics. For security,
all of the APs will be controlled by a single logical administrative
entity, and an IEEE 802.11i-based mechanism will be used. QoS
standards might also be built into the standards to enable the network
to prioritize among different classes of traffic.

REFERENCES

1. P. Gupta, P.R. Kumar. ‘‘The Capacity of Wireless Networks,’’ IEEE Transac-
tions on Information Theory, Vol. 46, No. 2, 2000, pp. 388–404.

2. J. Jun, M.L. Sichitiu. ‘‘The Nominal Capacity of Wireless Mesh Networks,’’
Wireless Communications, IEEE, Vol. 10, No. 5, 2003, pp. 8–14.

3. Saad Biaz, Nitin H. Vaidya. ‘‘Discriminating Congestion Losses from Wireless
Losses Using Inter-Arrival Times at the Receiver,’’ IEEE Symposium ASSET, 1999.

4. S. Douglas, J. De Couto, Daniel Aguayo, Benjamin A. Chambers, Robert
Morris. ‘‘Performance of Multihop Wireless Networks: Shortest Path Is Not
Enough’’, Proceedings of HotNets, 2002.

5. S. Xu, Saadawi T. ‘‘Does the IEEE 802.11 MAC Protocol Work Well in Multihop
Wireless Ad Hoc Networks?’’ Communications Magazine, IEEE, Vol. 39, No. 6,
2001, pp. 130–137.

6. S. Douglas, J. De Couto, Daniel Aguayo, John Bicket, Robert Morris. ‘‘A high-
Throughput Path Metric for Multi-Hop Wireless Routing,’’ Proceedings of ACM
Mobicom, 2003.

7. R. Draves, J. Padhye, B. Zill. ‘‘Routing in Multi-radio, Multi-hop Wireless Mesh
Networks,’’ Proceedings of ACM MobiCom, 2004.

8. S. Lee, M. Gerla. ‘‘Split Multipath Routing with Maximally Disjoint Paths in Ad
Hoc Networks,’’ Proceedings of the IEEE ICC, 2001, pp. 3201–3205.

Yan Zhang / Wireless Mesh Networking AU7399_C003 Final Proof page 107 23.10.2006 1:09pm

IEEE 802.11-Based Wireless Mesh Networks & 107



9. H. Hassanein, A. Zhou. ‘‘Routing With Load Balancing in Wireless Ad Hoc
Networks,’’ Proceedings of ACM International Workshop on Modeling, Analy-
sis, and Simulation of Wireless and Mobile Systems, 2001.

10. S.J. Lee, M. Gerla. ‘‘Dynamic Load-Aware Routing in Ad Hoc Networks,’’
Proceedings of Third IEEE Symposium on Application-Specific Systems and
Software Engineering Technology (ASSET), 2000.

11. Sanjit Biswas, Robert Morris. ‘‘Opportunistic Routing in Multi-Hop Wireless
Networks,’’ Proceedings of ACM SIGCOMM, 2005.

12. Siuli Roy, Somprakash Bandyopadhyay, Tetsuro Ueda, Kazuo Hasuike. ‘‘Mul-
tipath Routing in Ad Hoc Wireless Networks with Omni Directional and
Directional Antenna: A Comparative Study,’’ Proceedings of International
Workshop on Distributed Computing, 2002.

13. Marc Mosko, J.J. Garcia-Luna-Aceves. ‘‘Multipath Routing in Wireless Mesh
Networks,’’ Proceedings of IEEE Workshop on Wireless Mesh Networks
(WiMesh), 2005.

14. Yaling Yang, Jun Wang, Robin Kravets. ‘‘Designing Routing Metrics for Mesh
Networks,’’ Proceedings of IEEE Workshop on Wireless Mesh Networks
(WiMesh), 2005.

15. Yuan Yuan, Hao Yang, Starsky H.Y. Wong, Songwu Lu, William Arbaugh.
‘‘ROMER: Resilient Opportunistic Mesh Routing for Wireless Mesh Networks,’’
Proceedings of IEEE Workshop on Wireless Mesh Networks (WiMesh), 2005.

16. Y. Liu, E. Knightly. ‘‘Opportunistic Fair Scheduling over Multiple Wireless
Channels,’’ Proceedings of IEEE INFOCOM, 2003.

17. J. So, N. Vaidya. ‘‘Multi-Channel MAC for Ad Hoc Networks: Handling Multi-
Channel Hidden Terminals Using A Single Transceiver,’’ Proceedings of Mobi-
HOC, 2004.

18. A. Tzamaloukas, J.J. Garcia-Luna-Aceves. ‘‘A Receiver-Initiated Collision-Avoid-
ance Protocol for Multi-channel Networks,’’ Proceedings of Infocom, 2001.

19. A. Nasipuri, S. Das. ‘‘A Multichannel CSMA MAC Protocol for Mobile Multihop
Networks,’’ Proceedings of IEEE Wireless Communications and Networking
Conference (WCNC), 1999.

20. Ashish Raniwala, Kartik Gopalan, Tzi-cker Chiueh. ‘‘Centralized Algorithms
for Multi-Channel Wireless Mesh Networks,’’ ACM Mobile Computing and
Communications Review (MC2R), April 2004.

21. Ashish Raniwala, Tzi-cker Chiueh. ‘‘Architecture and Algorithms for an IEEE
802.11-based Wireless Mesh Network,’’ Proceedings of IEEE Infocom, 2005.

22. Prasun Sinha, Narayanan Venkitaraman, Raghupathy Sivakumar, Vaduvur
Bharghavan. ‘‘WTCP: A Reliable Transport Protocol for Wireless Wide-Area
Networks,’’ Proceedings of ACM Mobicom, August 1999.

23. Karthikeyan Sundaresan, Vaidyanathan Anantharaman, Hung-Yun Hsieh,
Raghupathy Sivakumar. ‘‘ATP: A Reliable Transport Protocol for Ad Hoc
Networks,’’ Proceedings of ACM Mobihoc, June 2003.

24. K. Chen, K. Nahrstedt, N. Vaidya. ‘‘The Utility of Explicit Rate-Based Flow
Control in Mobile Ad Hoc Networks,’’ Proceedings of IEEE Wireless Commu-
nications and Networking Conference (WCNC), 2004.

25. Ananth Rao, Ion Stoica. ‘‘An Overlay MAC Layer for 802.11 Networks,’’ Pro-
ceedings of USENIX Mobisys, 2005.

Yan Zhang / Wireless Mesh Networking AU7399_C003 Final Proof page 108 23.10.2006 1:09pm

108 & Wireless Mesh Networking



26. Gupqing Li, Lily Yang, W. Steven Conner, Bahar Sadeghi. ‘‘Opportunities and
challenges in Mesh Networks Using Directional Anntenas,’’ Proceedings of
IEEE Workshop on Wireless Mesh Netowrks (WiMesh), 2005.

27. Robert Vilzmann, Christian Bettstetter, Christian Hartmann. ‘‘On the Impact of
Beam-Forming on Interference in Wireless Mesh Networks,’’ Proceedings of
IEEE Workshop on Wireless Mesh Netowrks (WiMesh), 2005.

28. P. Bhagwaty, B. Ramanz, D. Sanghi. ‘‘Turning 802.11 Inside-Out,’’ Proceedings
of HotNets, 2003.

29. K. Xu, M. Gerla, L. Qi, Y. Shu. ‘‘Enhancing TCP Fairness in Ad Hoc Wireless
Networks Using Neighborhood RED,’’ Proceedings of ACM MOBICOM, 2003.

30. Mahesh Marina, Samir Das. ‘‘A Topology Control Approach to Channel As-
signment in Multi-Radio Wireless Mesh Networks,’’ Proceedings of IEEE
Broadnets, 2005.

31. Anand Subramanian, Rupa Krishnan, Samir Das, Himanshu Gupta.
‘‘Minimum Interference Channel Assignment in Multi-Radio Wireless Mesh
Networks,’’ Poster Session at ICNP, International Conference on Network
Protocols, 2005.

32. J. Tang, G. Xue, W. Zhang. ‘‘Interference Aware Topology Control and Qos
Routing in Multi-Channel Wireless Mesh Networks,’’ Proceedings of ACM
Mobihoc, 2005.

33. Arindam K. Das, Hamed M.K. Alazemi, Rajiv Vijayakumar, Sumit Roy.
‘‘Optimization Models for Fixed Channel Assignment in Wireless Mesh
Networks with Multiple Radios,’’ Proceedings of Second Annual IEEE Com-
munications Society Conference on Sensor and Ad Hoc Communications and
Networks, 2005.

34. Mansoor Alicherry, Randeep Bhatia, Li (Erran) Li. ‘‘Joint Channel Assignment
and Routing for Throughput Optimization in Multi-radio Wireless Mesh Net-
works,’’ Proceedings of ACM MOBICOM, 2005.

35. Pradeep Kyasanur, Nitin H. Vaidya. ‘‘Routing and Interface Assignment in
Multi-Channel Multi-Interface Wireless Networks,’’ Proceedings of IEEE Wire-
less Communications and Networking Conference (WCNC), 2005.

36. Yih-Chun Hu, David B. Johnson, Adrian Perrig. ‘‘SEAD: Secure Efficient
Distance Vector Routing for Mobile Wireless Ad Hoc Networks,’’ Proceedings
of IEEE Workshop on Mobile Computing Systems and Applications, 2002.

37. Yih-Chun Hu, Adrian Perrig, David B. Johnson. ‘‘Ariadne: A Secure
On-Demand Routing Protocol for Ad Hoc Networks,’’ Proceedings of ACM
MobiCom, 2002.

38. Violeta Gambiroza, Bahareh Sadeghi, Edward Knightly. ‘‘End-to-End Perform-
ance and Fairness in Multihop Wireless Backhaul Networks,’’ Proceedings of
ACM MobiCom, 2004.

39. Lili Qiu, Paramvir Bahl, Ananth Rao, Lidong Zhou. ‘‘Troubleshooting Multi-
hop Wireless Networks,’’ Proceedings of ACM Sigmetrics, 2005.

40. Vikram Kanodia, Chengzhi Li, Ashutosh Sabharwal, Bahareh Sadegh, Edward
Knightly. ‘‘Distributed Multi-Hop Scheduling and Medium Access with Delay
and Throughput Constraints,’’ Proceedings of ACM MOBICOM, 2001.

41. Ranveer Chandra, Lili Qiu, Kamal Jain, Mohammad Mahdian. ‘‘Optimizing the
Placement of Integration Points in Multi-Hop Wireless Networks,’’ Proceed-
ings of ICNP, International Conference on Network Protocols, 2004.

Yan Zhang / Wireless Mesh Networking AU7399_C003 Final Proof page 109 23.10.2006 1:09pm

IEEE 802.11-Based Wireless Mesh Networks & 109



42. Yigal Bejerano. ‘‘Efficient Integration of Multi-Hop Wireless and Wired Net-
works with QoS Constraints,’’ Proceedings of MobiCom, 2002.

43. Anindya Basu, Brian Boshes, Sayandev Mukherjee, Sharad Ramanathan. ‘‘Net-
work Deformation: Traffic-Aware Algorithms for Dynamically Reducing
End-to-End Delay in Multihop Wireless Networks,’’ Proceedings of
MobiCom, 2004.

44. Pradipta De, Rupa Krishnan, Ashish Raniwala, Krishna Tatavarthi, Nadeem
Syed, Srikant Sharma, Tzi-cker Chiueh. ‘‘MiNT-m: An Autonomous Mobile
Wireless Experimentation Platform,’’ Proceedings of Fourth International
Conference on Mobile Systems, Applications, and Services (Mobisys), 2006.

45. Raj Jain, Shiv Kalyanaraman, Ram Viswanatha. ‘‘Rate Based Schemes: Mistakes
to Avoid,’’ ATM Forum/94-0882, September 1994.

46. Andreas Haeberlen, Eliot Flannery, Andrew Ladd, Algis Rudys, Dan S.
Wallach, Lydia E. Kavraki. ‘‘Practical Robust Localization over Large-Scale
802.11 Wireless Networks,’’ Proceedings of Mobicom, 2004.

47. D. Niculescu, B. Nath. ‘‘Error Characteristics of Ad Hoc Positioning Systems
(APS),’’ Proceedings of ACM MobiHoc, 2004.

48. R. Bischoff, R. Wattenhofer. ‘‘Analyzing Connectivity-Based MultiHop Ad-Hoc
Positioning,’’ Proceedings of the Second Annual IEEE International Confer-
ence on Pervasive Computing and Communications (PerCom), 2004.

49. Jitu Padhye, Sharad Agarwal, Venkat Padmanabhan, Lili Qiu, Ananth Rao.
Brian Zill. ‘‘Estimation of Link Interference in Static Multi-Hop Wireless Net-
works,’’ Short paper in IMC, 2005.

50. Paramvir Bahl, Ranveer Chandra, John Dunagan. ‘‘SSCH: Slotted Seeded
Channel Hopping for Capacity Improvement in IEEE 802.11 Ad-Hoc Wireless
Networks,’’ Proceedings of Mobicom, 2004.

51. M.K. Marina, S.R. Das. ‘‘Ad Hoc On-Demand Multipath Distance Vector Rout-
ing,’’ Proceedings of IEEE ICNP, 2001.

52. ‘‘Engim Corp’’; http://www.engim.com.

Yan Zhang / Wireless Mesh Networking AU7399_C003 Final Proof page 110 23.10.2006 1:09pm

110 & Wireless Mesh Networking



PART II

PROTOCOLS

Yan Zhang / Wireless Mesh Networking AU7399_C004 Final Proof page 111 23.10.2006 1:11pm



Yan Zhang / Wireless Mesh Networking AU7399_C004 Final Proof page 112 23.10.2006 1:11pm



4

ROUTING IN WIRELESS
MESH NETWORKS

Michael Bahr, Jianping Wang, and Xiaohua Jia

CONTENTS

4.1 Introduction .............................................................................. 114
4.2 Special properties of wireless mesh networks ........................ 116
4.3 General concepts of routing protocols .................................... 117

4.3.1 Classification of routing protocols ............................... 117
4.3.2 Routing on layer 2......................................................... 118
4.3.3 Requirements on routing in wireless mesh

networks ........................................................................ 119
4.3.4 Multipath routing for load balancing

and fault tolerance ........................................................ 119
4.3.5 QoS routing ................................................................... 120

4.4 Routing metrics ......................................................................... 120
4.5 Routing protocols ..................................................................... 122

4.5.1 Ad hoc on-demand distance vector routing
protocol (AODV)........................................................... 122

4.5.2 Dynamic source routing protocol (DSR)...................... 125
4.5.3 Optimized link state routing protocol (OLSR)............. 125
4.5.4 Cross-layer routing approach ....................................... 128
4.5.5 Bandwidth aware routing ............................................. 129
4.5.6 Multi-radio link-quality source routing

(MR-LQSR) protocol...................................................... 129
4.5.7 Other topology-based routing protocols for

wireless mesh networks................................................ 131
4.5.8 Position-based routing protocols ................................. 131

Yan Zhang / Wireless Mesh Networking AU7399_C004 Final Proof page 113 23.10.2006 1:11pm

113



4.6 Proposed routing for IEEE 802.11s WLAN mesh
networking................................................................................ 133
4.6.1 Airtime routing metric .................................................. 133
4.6.2 Hybrid wireless mesh protocol (HWMP) .................... 134
4.6.3 Radio aware optimized link state routing

(RA-OLSR)...................................................................... 136
4.6.4 Extensibility ................................................................... 138

4.7 Joint routing and channel assignment ..................................... 138
4.7.1 Combined load-aware routing

and channel assignment............................................... 139
4.7.2 Joint LP-based routing and channel assignment......... 140

4.7.2.1 Models and assumptions ................................... 140
4.7.2.2 Integer programming formulation

and linear programming relaxation .................. 141
4.8 Outlook and open issues ......................................................... 143
References.......................................................................................... 144

4.1 INTRODUCTION

Wireless mesh networks (WMNs) are a new trend in wireless commu-
nication promising greater flexibility, reliability, and performance over
conventional wireless local area networks (WLANs). Wireless mesh
network players are growing in number and there are several ‘‘wire-
less mesh companies’’ that already sell solutions for WMNs. Moreover,
there is broad support for mesh networks in standardization groups
such as IEEE 802.11, IEEE 802.15, and IEEE 802.16.

Wireless mesh networking and mobile ad hoc networking use the
same key concept—communication between nodes over multiple
wireless hops on a meshed network graph. However, they stress
different aspects. Mobile ad hoc networks (MANETs) have an aca-
demic background and focus on end user devices, mobility, and ad
hoc capabilities. WMNs have a business background and mainly
focus on static (often infrastructure) devices, reliability, network
capacity, and practical deployment. Nevertheless, one can often
find both terms or their variations together in many descriptions or
articles on this topic.

The core functionality of wireless multihop ad hoc networking as
well as Wireless mesh networks is the routing capability. Routing
protocols provide the necessary paths through a WMN, so that the
nodes can communicate on good or optimal paths over multiple wire-
less hops. The routing protocols have to take into account the difficult
radio environment with its frequently changing conditions and should
support a reliable and efficient communication over the mesh network.
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Since WMNs share common features with wireless ad hoc networks,
the routing protocols developed for MANETs can be applied to WMNs.
For example, Microsoft Mesh Networks [1] are built based on Dynamic
Source Routing (DSR) [2], and many other companies, e.g., [3] are using
Ad hoc On-demand Distance Vector (AODV) routing [4]. Sometimes,
the core concepts of existing routing protocols are extended to meet the
special requirements of wireless mesh networks, for instance, with
radio-aware routing metrics as in the IEEE 802.11s WLAN mesh net-
working standardization.

Despite the availability of several routing protocols for ad hoc
networks, the design of routing protocols for WMNs is still an active
research area for several reasons [5]:

& In most WMNs, many of the nodes are either stationary or have
minimum mobility and do not rely on batteries. Hence, the
focus of routing algorithms is on improving the network
throughput or the performance of individual transfers, instead
of coping with mobility or minimizing power usage.

& The distance between nodes might be shortened in a WMN,
which increases the link quality and the transmission rate.
However, short distances also increase the interference
among hops, which decreases the available bandwidth on
each link. Therefore, new routing metrics need to be discov-
ered and utilized to improve the performance of routing proto-
cols in a multiradio multihop WMN.

& In a multiradio/multichannel WMN, the routing protocol not only
needs to select a path among different nodes, but also needs to
select the most appropriate channel or radio on the path for each
mesh node. Therefore, routing metrics need to be discovered and
utilized to take advantage of multiple radios in a wireless mesh
network.

& In a WMN, cross-layer design becomes a necessity because
the change of a routing path involves the channel or radio
switching in a multiradio multichannel mesh node.

This chapter focuses on routing in wireless mesh networks which
considers reliability in the wireless environment as well as performance
and capacity improvements, without losing the ties to more general
routing concepts. It is not possible to give a comprehensive overview of
all routing schemes due to limited space. The special properties of
WMNs are discussed in Section 4.2. Section 4.3 introduces the general
concepts of routing. Section 4.4 discusses different routing metrics in
wireless mesh networks. Section 4.5 describes several routing protocols
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for wireless mesh networks. Section 4.6 presents the routing protocol
HWMP that is currently standardized in IEEE 802.11s. And Section 4.7
introduces joint routing and channel assignment for WMNs.

4.2 SPECIAL PROPERTIES OF WIRELESS
MESH NETWORKS

Wireless mesh networks forward data packets over multiple wireless
hops. Each mesh node acts as relay point/router for other mesh nodes.
WMNs can often be found in commercial usage scenarios, i.e., someone
sells the mesh network. The most prominent ones are public access
networks and municipal wireless networks, where access points are
the nodes of the wireless mesh networks.

Reliability and network performance are the important goals for
WMNs, especially in the challenging wireless environment. Mobility of
mesh nodes is usually not considered (y¼ 0). Static nodes can be
mounted on lamp poles, attached to houses, etc., where there is suffi-
cient power supply. With these assumptions and the usage scenario in
mind, the wireless ad hoc routing protocols can be optimized with
respect to reliability and network performance. They may be extended
to use special routing metrics and might even be located on layer 2 to
havebetter access to the informationof theMACand thephysical layers.

Mesh nodes can have multiple wireless interfaces in order to
increase the capacity of the mesh network. Multiple interfaces reduce
the throughput degradation due to the sequential receiving and for-
warding of packets in mesh nodes with only a single wireless inter-
face. It might also be possible to use multiple channels. The ad hoc
capabilities of WMNs are limited but the still simple installation and
the flexibility are an advantage.

Recently, it has become more and more natural that (powerful)
client devices are mesh nodes as well. This extends WMNs toward and
into the area of classical mobile ad hoc networks. This is not
problematic, because the general concepts are the same between
MANETs and WMNs. They only use different ‘‘values’’ for network
parameters: nodes with mobility from ‘‘static’’ to ‘‘moving with y’’ use
wireless communication through one or more interfaces over multiple
wireless hops, where paths are determined with self-organizing rout-
ing protocols working with different routing metrics.

Three types of wireless mesh networks can be distinguished.
Infrastructure mesh networks consist of dedicated devices of the
network infrastructure, such as access points or relays. Client devices
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do not participate in the mesh routing. Instead, they connect to the
access points in the mesh network by traditional wireless access tech-
nologies. Client mesh networks consist of client devices such as laptops.
The client devices participate in the mesh routing. Furthermore, they
might perform functionalities of infrastructure devices. There can be
mesh networks that consist of both infrastructure devices and client
devices. These could be called hybrid mesh networks. Akyildiz et al. [5]
describe a similar but different classification of WMNs.

4.3 GENERAL CONCEPTS OF ROUTING PROTOCOLS

4.3.1 Classification of Routing Protocols

The main task of routing protocols is the path selection between the
source node and the destination node. This has to be done reliably,
fast, and with minimal overhead. Especially, there has to be a path
computed if there exists one.

In general, routing protocols can be classified into topology-based
and position-based routing protocols (cf. Figure 4.1). Topology-based
routing protocols select paths based on topological information, such
as links between nodes. Position-based routing protocols select paths
based on geographical information with geometrical algorithms.
There are routing protocols that combine those two concepts.

Topology-based routing protocols are further distinguished among
reactive, proactive, and hybrid routing protocols. Reactive protocols

Multihop ad hoc
routing protocols

Position-basedTopology-based

Hybrid

Reactive Proactive

AODV
RM-AODV
DSR

ZRP
HWMP

RA-OLSR
TBRPF
OSPF-MANET
FSR

GPSR
Examples

Figure 4.1 Classification of routing protocols.
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compute a route only when it is needed. This reduces the control
overhead but introduces a latency for the first packet to be sent due to
the time needed for the on-demand route setup. In proactive routing
protocols, every node knows a route to every other node all the time.
There is no latency, but permanent maintenance of unused routes
increases the control overhead. Hybrid routing protocols try to com-
bine the advantages of both the philosophies: proactive is used for
near nodes or often used paths, while reactive routing is used for more
distant nodes or less often used paths.

Other possibilities for the classification of routing protocols are flat
vs. hierarchical, distance vector vs. link state, source routing vs. hop-
by-hop routing, single-path vs. multipath, or based on the usage
scenario.

In principle, mesh networks can deploy any routing protocol from
any of the classes described earlier. However, not every protocol will
work well. The selection of a suitable routing protocol depends on the
anticipated application scenario and the performance requirements.

4.3.2 Routing on Layer 2

According to the OSI layer model and the TCP/IP model, the routing
functionality is located at layer 3, the networking layer, that usually
uses the Internet protocol (IP). Lately, there are efforts to develop
routing protocols for ad hoc mesh networks on layer 2. Although this
‘‘violates’’ the current network layer concept, the following benefits
are expected: faster access to more status information of layer 2 and
physical layer, faster forwarding, improvements of media access with
respect to wireless multihop communication, and synergies between
mechanisms (e.g., periodic broadcasts do not have to be done on both
layers, just once).

Of course, the benefits do not come without a price. Routing on
layer 2 is more difficult to implement, the additional information on
the network structure as known from IP addresses is not available in
MAC addresses, and it is more difficult to do ‘‘Internet’’ working
between heterogeneous networks. Nevertheless, especially the advan-
tages of the better access to the lower layers, which will increase the
reliability of wireless ad hoc mesh networks due to faster and more
appropriate reactions on changes in the radio environment and of the
wireless links, are a strong motivation for layer 2 routing protocols.

The concepts for the path selection are the same, whether on layer
3 or layer 2. The latter only uses MAC addresses. It also means that
some mechanisms, so far unknown on layer 2, have to be introduced:
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time to live (TTL) for loop prevention, source address and destination
address as endpoints of awireless multihop path, the extensionofmech-
anisms originally designed for a single wireless hop to multiple hops.

4.3.3 Requirements on Routing in Wireless Mesh Networks

Based on the performance of the existing routing protocols for ad hoc
networks and the specific requirements of WMNs, an optimal routing
protocol for WMNs must capture the following features [5]:

& Fault Tolerance: One important issue in networks is survivabil-
ity. Survivability is the capability of the network to function in
the event of node or link failures. WMNs can ensure robustness
against link failures by nature. Correspondingly, routing proto-
cols should also support path reselection subject to link failures.

& Load Balancing: Mesh-enabled wireless routers are good at
load balancing because they can choose the most efficient
path for data.

& Reduction of Routing Overhead: The conservation of band-
width is imperative to the success of any wireless network. It
is important to reduce the routing overhead, especially the one
caused by rebroadcasts.

& Scalability: A mesh network is scalable and can handle hun-
dreds or thousands of nodes. Because the network’s operation
does not depend on a central control point, adding multiple
data collection points, or gateways is convenient. Given thou-
sands of nodes in a WMN, scalability support in the routing
protocols is important.

& QoS Support: Due to the limited channel capacity, the influence
of interference, the large number of users and the emergence of
real-time multimedia applications, supporting quality of service
(QoS) has become a critical requirement in such networks.

4.3.4 Multipath Routing for Load Balancing
and Fault Tolerance

Resiliency is a key attribute of WMNs. A mesh network can support
multiple paths among network nodes naturally, hence it is more robust
against failures. Mesh nodes can be added to increase redundancy.

Multiple paths are selected between the source node and the
destination node. When a link is broken on a path due to bad channel
quality or mobility, another path in the set of existing paths can be
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chosen. Thus, without waiting to set up a new routing path, the end-
to-end delay, throughput, and fault tolerance can be improved. How-
ever, given a performance metric, the improvement depends on the
availability of node disjoint routes between the source node and the
destination node.

Another objective of using multipath routing is to perform better
load balancing in order to prevent congestion and to reroute traffic
around congested nodes.

4.3.5 QoS Routing

QoS routing in multihop wireless networks needs to provide guaran-
teed bandwidth for a connection request. A connection request would
be blocked if we cannot find a route with guaranteed bandwidth. The
problem is complicated when the bandwidth for a route is affected by
the interference of other routes in the network.

There are two different types of interference in a wireless multihop
network: interflow interference and intraflow interference. For a route
P, the interflow interference occurs when a link of P uses the
same channel with another link that is not of P within their interfer-
ence range; and the intraflow interference occurs when two links of
P within their interference range use the same channel. Intraflow
interference is more difficult to deal with because the interference
depends on the routing itself, which is not known before the routing is
determined.

4.4 ROUTING METRICS

Routing protocols compute or discover minimum cost or minimum
weight paths between the source node and the destination node. The
cost/weight is defined through the routing metric. Each path has a
path metric that is usually the sum of all link metrics on the path.
Other concatenations of link metrics are possible, too.

Routing metrics for WMNs have to fulfill four requirements [6]:

1. Ensuring route stability, i.e., no frequent route changes
2. Determined minimum cost/weight paths have good performance
3. Efficient algorithms for calculation of minimum cost/weight

paths available
4. Ensuring loop free forwarding

Different routing metrics are possible. The exploitation of a certain
property of a mesh network might require a special routing metric,
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for instance, for the use of multiple interfaces or multiple channels.
And some metrics might not work with all kinds of routing protocols.
The following is a list of some existing routing metrics for WMNs:

Hopcount is the classical routing metric, which is easy to deter-
mine. However, it does not give any information about the wireless
environment, except that two nodes have a direct link.

Expected Transmission Count (ETX) metric [7] predicts the number
of required transmissions for sending a data packet over the link,
which includes retransmissions. ETX is calculated from the forward
and reverse delivery ratio of a link. The delivery ratios df and dr are
measured with dedicated link probe packets of fixed size. They
are broadcast with interval t. The number of received probes for
the last w seconds is stored in c. A node can compute all dr’s. They
are included in the probe packets to provide the df’s. The ETX path
metric is the sum of all ETX link metrics on the path.

ETX ¼ 1

df � dr
with dr(t) ¼

c[t�w,t]

w=t

Expected Transmission Time (ETT) [8] can be considered as a
bandwidth-adjusted ETX metric

ETT ¼ ETX � S

B

where S is the size of a packet. The data rate B can be estimated with
the technique of packet pairs. Each node sends two back-to-back
probe packets to each of its neighbors periodically, say every minute.
The first probe packet is very small, the second is rather large. The
time difference between the receipt of the two probe packets is
measured and sent to the sender. The size of the second probe packet
is divided by the minimum of the last 10 consecutive samples in order
to estimate the data rate. The path metric is the sum of all ETT values
of the links on the path.

Weighted Cumulative Expected Transmission Time (WCETT) [8] is
an extension of the ETT metric. It tries to minimize intraflow interfer-
ence by penalizing paths that have more transmissions on the same
channel or radio. WCETT has been developed for the multi-radio link-
quality source routing (MR-LQSR) routing protocol and is described in
more detail in Section 4.5.6.

Metric of Interference and Channel-Switching (MIC) [6] improves
WCETT and also captures interflow interference. The MIC metric of a
path p is defined as
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MIC (p) ¼ 1

N �min (ETT)

X

link l 2 p

IRUl þ
X

node i2 p

CSCi

with the two components interference-aware resource usage (IRU)
and channel switching cost (CSC).

Airtime Link Metric [9] is a measure for the consumed channel
resources when transmitting a frame over a certain link. This metric is
proposed for the upcoming IEEE 802.11s WLAN mesh networking
standard and is described in Section 4.6.1.

4.5 ROUTING PROTOCOLS

This section will describe selected routing protocols for wireless multi-
hop networks as an illustration of the general concepts of routing
protocols as well as some special routing protocols for wireless
mesh networks. A comprehensive overview of all routing protocols
cannot be done due to limited space.

It is not mentioned for every routing protocol whether it can work
with multiple interfaces and with other routing metrics than hop-
count. In principle, every routing protocol can be extended to work
with multiple wireless interfaces at a mesh node. The same is true for
routing metrics, but it is more complicated. Depending on the actual
routing metric, more substantial extensions might be necessary, as can
be seen in the on-demand part of the Hybrid Wireless Mesh Protocol
(HWMP, cf. Section 4.6.2).

4.5.1 Ad hoc On-demand Distance Vector Routing
Protocol (AODV)

AODV is a very popular routing protocol for MANETs. It is a reactive
routing protocol. Routes are set up on demand, and only active routes
are maintained. This reduces the routing overhead, but introduces
some initial latency due to the on-demand route setup. AODV has
been standardized in the IETF as experimental RFC 3561 [4]. There are
several implementations available, for instance, AODV-UU of Uppsala
University [10]. Further information on AODV can be found in [11,12].
Recently, an adaptation of AODV has been proposed for WLAN mesh
networking (cf. Section 4.6.2).

AODV uses a simple request–reply mechanism for the discovery of
routes. It can use hello messages for connectivity information and
signals link breaks on active routes with error messages. Every routing
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information has a timeout associated with it as well as a sequence
number. The use of sequence numbers allows to detect outdated data,
so that only the most current, available routing information is used.
This ensures freedom of routing loops and avoids problems known
from classical distance vector protocols, such as ‘‘counting to infinity.’’

When a source node S wants to send data packets to a destination
node D but does not have a route to D in its routing table, then a route
discovery has to be done by S. The data packets are buffered during
the route discovery. See Figure 4.2 for an illustration of the route
discovery process.

The source node S broadcasts a route request (RREQ) throughout
the network. In addition to several flags, a RREQ packet contains the
hopcount, a RREQ identifier, the destination address and destination
sequence number, and the originator address and originator sequence
number. The hopcount field contains the distance to the originator of
the RREQ, the source node S. It is the number of hops that the RREQ
has traveled so far. The RREQ ID combined with the originator address
uniquely identifies a route request. This is used to ensure that a node
rebroadcasts an route request only once in order to avoid broadcast
storms, even if a node receives the RREQ several times from its
neighbors.

When a node receives a RREQ packet, it processes as follows:

& The route to the previous hop from which the RREQ packet has
been received is created or updated.

& The RREQ ID and the originator address are checked to see
whether this RREQ has been already received. If yes, the packet
is discarded.

& The hopcount is incremented by 1.
& The reverse route to the originator, node S, is created or

updated.

RREQ Reverse path RREP Forward path

S

D

S

D

Figure 4.2 AODV route discovery: route request (left) and route reply (right).
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& If the node is the requested destination, it generates a route
reply (RREP) and sends the RREP packet back to the originator
along the created reverse path to the source node S.

& If the node is not the destination but has a valid path to D, it
issues a RREP to the source depending on the destination only
flag.

If intermediate nodes reply to RREQs, it might be the case
that the destination will not hear any RREQ, so that it does not
have a back route to the source. If the gratuitous RREP flag is
set in the RREQ, the replying intermediate node will send a
gratuitous RREP to the destination. This sets the path to the
originator of the RREQ in the destination.

& If the node does not generate a RREP, the RREQ is updated and
rebroadcast if TTL is � 1.

On receipt of a RREP message, a node will create or update its
route to the destination D. The hopcount is incremented by one, and
the updated RREP will be forwarded to the originator of the corre-
sponding RREQ. Eventually, the source node S will receive a RREP if
there exists a path to the destination. The buffered data packets can
now be sent to the destination D on the newly discovered path.

Connectivity information is provided and maintained by periodic-
ally broadcasting routing protocol messages. If a node has not sent a
broadcast message, e.g., a RREQ message, within the last hello inter-
val, the node may broadcast a hello message. A hello is actually a RREP
with TTL¼ 1 and the node itself as the destination. If a node does not
receive any packets from a neighboring node for a defined time, the
node considers the link to that neighbor broken.

When a link failure has happened, the node before the broken link
checks first whether any active route had used this link. If this was not
the case, nothing has to be done. On the other hand, if there have
been active paths, the node may attempt local repair. It sends out a
RREQ to establish a new second half of the path to the destination.
The node performing the local repair buffers the data packets while
waiting for any route replies.

If local repair fails or has not been attempted, the node generates a
route error (RERR) message. It contains the addresses and correspond-
ing destination sequence numbers of all active destinations that have
become unreachable because of the link failure. The RERR message is
sent to all neighbors that are precursors of the unreachable destin-
ations on this node. A node receiving a RERR invalidates the corre-
sponding entries in its routing table. It removes all destinations that do
not have the transmitter of the RERR as next hop from the list of
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unreachable destinations. If there are precursors to the destinations in
this pruned list, the updated RERR message is forwarded to them.

4.5.2 Dynamic Source Routing Protocol (DSR)

DSR is one of the pioneering routing protocols for MANETs. DSR is
being standardized in the IETF MANET working group [2].

DSR is a well-known, reactive routing protocol. It computes a route
only if one is needed. The route discovery consists of route request and
route reply. The route request is broadcast into the wireless network.
However, instead of setting the (reverse) paths in the routing tables of
the nodes, the route request collects the addresses of the traversed
nodes on its way to the destination. Route reply sends this path back
to the source where all paths are stored in a route cache. The path, i.e.,
the list of addresses from the source to the destination, is included in the
header of each packet by the source node. Each node forwards a
received packet to the next hop based on the list of addresses in the
header (source routing). DSR uses RERR messages for the notification of
route breaks [12].

4.5.3 Optimized Link State Routing Protocol (OLSR)

OLSR is a popular proactive routing protocol for wireless ad hoc
networks. It has been developed at INRIA and has been standardized
at IETF as Experimental RFC 3626 [13]. Further information on OLSR
can be found in [14,15].

OLSR uses the classical shortest path algorithm based on the hop-
count metric for the computation of the routes in the network. However,
the key concept of OLSR is an optimized broadcast mechanism for the
network-wide distribution of the necessary link-state information. Each
node selects the so-called multipoint relays (MPRs) among its neighbors
in such away that all 2-hop neighbors receivebroadcastmessages even if
only the MPRs rebroadcast the messages. The forwarding of broad-
cast messages by MPRs only can significantly reduce the number of
broadcast messages. Figure 4.3 shows an example where the number
of broadcast messages is reduced by half. This optimized forwarding
mechanism is used for all broadcasts in an OLSR network. Moreover, the
amount of link-state information to be distributed within the network
can be reduced with OLSR, because only the link state information to all
MPR selectors is necessary for the computation of shortest paths.

Each node periodically broadcasts hello messages for local topo-
logy detection. Hello messages are not forwarded (TTL¼ 1) and
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contain a list of the neighbors of the sending node. Each node in the
wireless mesh network will know its 2-hop neighborhood through
this hello mechanism. It is also possible to verify bidirectionality of
links. OLSR attaches the status (asymmetric, symmetric) to each link.
Furthermore, each node announces its willingness to forward packets
in the hello messages. The information of the hello messages is stored
in several information repositories: the link set, the neighbor set and
the 2-hop neighbor set.

With this knowledge, each node can now compute its set of multi-
point relays. Each node computes its MPR set independently from all
other nodes solely based on the received local topology. The only
requirement is that the complete 2-hop neighborhood will receive
broadcast messages if only MPRs forward them and only symmetric
links are considered. It is not necessary that the MPR set is minimal,
but a smaller MPR set keeps the protocol overhead lower. OLSR
proposes a simple heuristic for the MPR selection in [13] which is
described below, but other algorithms are possible.

& N: Neighbors of the node.
& N2: The set of 2-hop neighbors of the node excluding

(i) nodes only reachable by members of N with willingness
WILL_NEVER, (ii) the node performing the computation, and
(iii) all the symmetric neighbors: the nodes for which there
exists a symmetric link to this node.

1 hop

N

1 hop

1 hop 1 hop

2 hop

2 hop

2 hop

2 hop2 hop

2 hop

2 hop

2 hop

2 hop

2 hop

2 hop

2 hop

2 hop

2 hop

MPRMPR

MPR

MPR

2 hop

2 hop

Figure 4.3 Multipoint relay selection in OLSR.
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& D(Y): Degree of 1-hop neighbor Y 2 N, which is the number of
symmetric neighbors of Y excluding all members of N and
excluding the node performing the computation

& Step 1: Start with an MPR set consisting of all members of N
with willingness¼WILL_ALWAYS

& Step 2: Calculate D (Y ), for all Y 2 N
& Step 3: Add to the MPR set those nodes in N, which are the only

nodes to provide reachability to a node in N2
& Step 4: Remove the nodes from N2 which are now covered by a

node in the MPR set
& Step 5: While there still exist nodes in N2 which are not covered

by at least one node in the MPR set:
For each node in N, calculate the reachability, i.e., the num-

ber of nodes in N2 that are not yet covered by at least one node
in the MPR set, and which are reachable through this 1-hop
neighbor

Select as an MPR the node with highest willingness among
the nodes in N with nonzero reachability. In case of a tie, select
the node that provides reachability to the maximum number of
nodes in N2. In case of multiple nodes providing the same
amount of reachability, select the node as MPR whose D (Y ) is
the greatest

Remove the nodes from N2 that are now covered by a node
in the MPR set

& Step 6: As an optimization, each node Y in the MPR set can
be checked for omission in increasing order of its willingness.
If all nodes in N2 are still covered by at least one node in the
MPR set excluding node Y, and if the willingness of node Y is
smaller than WILL_ALWAYS, then node Y may be removed from
the MPR set

The selected multipoint relay nodes are stored in the MPR set. The
neighbors that have been selected as MPRs, will have a link status
indicating the MPR selection in the hello messages. A node receiving a
hello message can derive from this information those nodes that
selected it as an MPR. These MPR selectors are stored in the MPR
selector set.

Every node periodically broadcasts its link state information
through the whole OLSR network by topology control (TC) messages.
A TC message contains a list of neighbors of the originating node. This
neighbor list must at least contain all MPR selectors of this node to
guarantee shortest paths with respect to hopcount. Each TC message
has an advertised neighbor sequence number associated with the
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neighbor list that allows to discard outdated topology information.
The information of the TC messages is stored in the topology set.

The OLSR routing table that contains entries for all reachable
destinations in the mesh network (proactive routing protocol) is com-
puted from the link set, neighbor set, 2-hop neighbor set, and top-
ology set with a classical shortest path algorithm (e.g., Dijkstra
algorithm [16]). If any of the above sets has changed, the routing
table has to be recalculated. Furthermore, it might be useful to send
a hello or TC message to propagate the change of the topology
immediately.

All entries of the information repositories, e.g., the neighbor set,
have an expiration time associated with them. This soft state mechan-
ism provides some robustness against the loss of OLSR control
packets.

OLSR can also deal with multiple (OLSR) interfaces at a node. Such a
node selects the address of any one of its interfaces as the main address
and periodically broadcasts multiple interface declaration (MID) mes-
sages. MID messages distribute the relationship between the main
address and other interface addresses. Obviously, a node with only a
single OLSR interface does not have to send MID messages.

4.5.4 Cross-Layer Routing Approach

The interference in wireless networks dramatically degrades the net-
work performance. The interference is directly related to the transmis-
sion power. Larger transmission power means more reliable links with
higher capacity. On the other hand, larger transmission power also
means more interference, thus, less network throughput. Therefore, to
provide the routing layer with the information of the lower layers can
help to find more reliable and higher capacity paths.

A cross-layer routing algorithm, called mesh routing strategy (MRS),
is introduced in [17] to find high throughput paths with reduced interfer-
ence and increased reliability by optimally controlling transmission
power. It is observed [17] that the more (less) the power used, the
lower (higher) the packet error rate (PER), but the higher (lower) is the
interference. MRS searches the optimal trade-off by setting an optimal
transmission power level that minimizes the distance from the ideal
optimum. MRS processes the local power optimization and routing
discovery separately. Such a two-step strategy works as follows [17]:

& Initially, through neighbor discovery protocol, each node
explores its neighborhood, calculates the metrics, such as
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transmission rate, interference and PER, and determines the
local transmission. After that, local links are advertised.

& Whenever an event triggers a change in the routing metrics of
one or more links, the power optimization is performed on the
concerned link and the route update process is started.

& Once the best metric is identified (which is a relatively stable
condition), the link is advertised. The MRS routing protocol
selects optimal paths to reach any other wireless mesh router
of the network by a distance vector approach.

4.5.5 Bandwidth Aware Routing

In a paper on QoS routing for wireless mesh networks [18], the
authors discuss interference-aware topology control and QoS routing
in multichannel wireless mesh networks. They present a concept of
co-channel interference and develop a heuristic algorithm to set up a
WMN that has the minimum interference among all K-connected
topologies. Then, they introduce the bandwidth-aware routing prob-
lem for QoS routing with bandwidth requirements. If the traffic for a
connection request is splittable, i.e., using multiple routes to satisfy the
bandwidth request, they show that the problem can be solved by a
linear programming (LP) formulation. For the case where the band-
width for a request can only be satisfied by a single a route, a heuristic
algorithm is developed by identifying the maximum bottleneck cap-
acity for a route. Simulation results are also provided to show the
effectiveness of the proposed design.

4.5.6 Multi-Radio Link-Quality Source Routing
(MR-LQSR) Protocol

In a wireless mesh network, some degradation in throughput might be
expected over five or six hops. Channel interference could result in
lower throughput if the nodes are too close to each other or if the
power is too high for the area. WMN routing protocols should select
paths based on observed latency and wireless environment as well as
other performance factors, resulting in the best possible throughput
across the network.

To increase the capacity of the wireless mesh networks, nodes
might have multiple radios, preferably working on different channels
or different bands. However, there are some issues with channel
diversity through multiple radios, which routing protocols have to
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take into account. Different transmission rates and bands have different
transmission ranges. Shortest path routing protocols will prefer the links
with larger transmission range, which are usually the links with the lower
transmission rate. Furthermore, there will be no increase in capacity if
multiple radios of a mesh node use the same channel due to interference.
Therefore, paths with channel (radio) diversity have to be preferred.

The WCETT metric [8] takes into account the link quality, channel
diversity, and the minimum hopcount. It can achieve a good trade-off
between delay and throughput because it considers channels with
good quality and channel diversity at the same time. MR-LQSR [8] has
been developed for multiradio multihop WMNs based on the WCETT
metric.

MR-LQSR assigns a weight to each link, which is the expected
amount of time it would take to successfully transmit a packet of
some fixed size S on that link. This time depends on the transmission
rate of the link and the loss rate. Given a link i from node x to node y,
the expected transmission time ETT of the packet on this link is
measured. We denote this value by ETTi.

The path metric in MR-LQSR tries to balance the trade-off between
throughput and delay. However, the sum of the ETT of all links of a
path reflects only the end-to-end delay. The impact of channel diver-
sity is not considered, and hence needs to be extended.

It is observed that transmission time on a link is determined by the
available bandwidth, which is further determined by the interference
of a channel. More specifically, the transmission time is inversely
proportional to the available bandwidth in a link. Conservatively,
consider an n-hop path, assume that any two hops among those n
hops interfere with each other if they share one channel. Define Xj as

Xj ¼
X

Hop i is on channel j

ETTi, 1 � j � k

Thus, Xj is the sum of transmission times of hops on channel j. The
higher Xj indicates lower available bandwidth in each link using
channel j. The total path throughput will be dominated by the bottle-
neck channel, which has the largest Xj.

In MR-LQSR, WCETT is defined as:

WCETT ¼ (1� b)�
X

n

i¼ 1

ETTi þ b� max
1� j � k

Xj
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The first term reflects the latency of this path. The second term represents
the path throughput. The weighted average tries to balance the two.

4.5.7 Other Topology-based Routing Protocols
for Wireless Mesh Networks

Many routing protocols have been proposed for wireless multihop
networks. This section lists a few other routing protocols. It is by no
means exhaustive. For extensive information, the reader is referred to
the World Wide Web.

Topology Dissemination Based on Reverse-Path Forwarding
(TBRPF) has been standardized in IETF as experimental RFC 3684
[19]. It is a proactive routing protocol. TBRPF is used in a few instal-
lations and products of WMNs.

Dynamic on-demand MANET routing protocol (DYMO) is cur-
rently developed at the IETF MANET working group [20]. It is a
reactive routing protocol and contains the basic route discovery and
maintenance features similar to AODV and a mechanism for future
enhancements.

OSPF-MANET is an ongoing effort at the IETF to adapt Open
Shortest Path First (OSPF) to wireless multihop networks. The advan-
tage of OSPF-MANET is the easy integration of WMNs and MANETs
into existing (wired) OSPF networks. Similar to OLSR, the flooding of
link state advertisements will be reduced. However, OSPF-MANET
concentrates on connected dominating sets (CDS) for the reduction
of rebroadcasts. Obviously, OSPF-MANET is a proactive routing
protocol.

Fisheye State Routing (FSR) [21] is a proactive routing protocol that
uses the ‘‘fisheye’’ concept for a reduction of broadcast messages
needed for the distribution of topology information. The nodes closer
to a node N receive topology information more frequently than far-
away nodes. This is done by incrementing the TTL of the messages for
each flood until the maximum value before it continues with the
initial, small value.

The hybrid concept of the zone Routing Protocol (ZRP) consists of
proactive routing in the close neighborhood of the nodes and of react-
ive routing for further away nodes, which minimizes the disadvan-
tages of both methods while making use of their advantages.

4.5.8 Position-based Routing Protocols

In this class of routing algorithms, packets are forwarded based on
the geographical positions of the forwarding node, its neighbors, and
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the destination. This requires that every node knows its own geo-
graphical position. The position of the destination has to be provided
by a location service. A simple forwarding algorithm such as greedy
forwarding can be used with this position information. The packet is
sent to the neighbor closest to the destination. However, the simple
forwarding algorithm may get stuck in a local minimum and cannot
reach the destination although a path to the destination exists, as
illustrated in Figure 4.4.

Face routing [22] is usually used as a fallback strategy in such a
case. The network graph is logically segmented into so-called
faces, where the considered links do not cross each other. This pla-
narization of the network graph can be done locally with distributed
algorithms. Packets can proceed out of a local minimum by being
forwarded around these faces toward the destination. Face routing is
proven to reach the destination if there exists a path [22,23], but it
might not be the shortest one due to the ‘‘diversion’’ into the local
minimum.

One of the first practical position-based routing protocols for
wireless networks is Greedy Perimeter Stateless Routing (GPSR) [24].
It combines greedy forwarding with face routing as fallback. Land-
mark guided forwarding [25] combines topology-based proactive rout-
ing for nearby nodes with position-based forwarding for faraway
nodes. Mauve et al. [26] provide a good overview about position-
based routing and location services.

S

D

?

Greedy forwarding

Face routing

Figure 4.4 Position-based forwarding.
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4.6 PROPOSED ROUTING FOR IEEE 802.11s
WLAN MESH NETWORKING

In July 2004, theWLANmeshnetworking studygroupof the IEEE802.11
working group had its first meeting as task group ‘‘s.’’ Its goal is to
develop a standard for IEEE 802.11 mesh networks with up to 50 mesh
nodes* [27] that canbedeployed indifferentusage scenarios: residential,
office, public access and community networks, and public safety net-
works [28]. Routing is one of the major functionalities besides MAC
enhancements for multihop communication and security.

Note: The standardization of WLAN mesh networks in IEEE
802.11s was still in progress at the time of writing. The following
descriptions are based on the draft version 0.01 from the March 2006
IEEE 802.11 Meeting in Denver, CO (USA) [9]. While the general
concepts of the routing protocol seem to be quite fixed, changes in
the details are possible.

The routing protocol of the upcoming IEEE 802.11s standard is
located at layer 2 and uses therefore MAC addresses. The mesh data
frames use the four-address frame format of the IEEE standard 802.11–
1999 (Reaff 2003) [29] extended by the IEEE 802.11e QoS header field
and new mesh extensions. The latter include a time to live field for the
ultimate avoidance of loops and a mesh end-to-end sequence number
for the control of broadcast flooding and to enable ordered delivery of
data frames. The four-address format provides address fields for trans-
mitter and receiver (current link) as well as for source and destination
(path). Routing messages are sent as action management frames [29].

Legacy IEEE 802.11 devices can connect to a mesh through mesh
access points using the conventional methods of the standard. The mesh
access point acts as a proxy mesh node for these devices. Mesh access
points are mesh nodes with additional access point functionality.

4.6.1 Airtime Routing Metric

The airtime link metric is proposed as the default radio-aware routing
metric for basic interoperability between IEEE 802.11s devices. It
reflects the amount of channel resources consumed for transmitting
a frame over a particular link. The path with the smallest sum of
airtime link metrics is the best path.

* The correct term for nodes of IEEE 802.11s mesh networks is mesh point. In this
chapter, we use the term mesh node.
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The airtime cost ca for each link is calculated with the following
formula:

ca ¼ Oca þ Op þ
Bt

r

� �

1

1� efr

The channel access overhead Oca, the MAC protocol overhead Op,
and the number of bits Bt in a test frame are constants whose values
depend on the used IEEE 802.11 transmission technology. The trans-
mission bit rate r in Mbit/s is the rate at which the mesh node would
transmit a frame of size Bt based on the current conditions with the
frame error rate efr.

4.6.2 Hybrid Wireless Mesh Protocol (HWMP)

HWMP is the default routing protocol for WLAN mesh networking.
Every IEEE 802.11s compliant device will be capable of using this
routing protocol. The hybrid nature and the configurability of HWMP
provide good performance in all anticipated usage scenarios [28].

The foundation of HWMP is an adaptation of the reactive routing
protocol AODV [4] to layer 2 and to radio-aware metrics called radio
metric AODV (RM-AODV). A mesh node, usually a mesh portal,* can
be configured to periodically broadcast announcements, which sets
up a tree that allows proactive routing towards this mesh portal.

The reactive part of HWMP follows the general concepts of AODV
as described in [4] and Section 4.5.1. It uses the distance vector method
and the well-known route discovery process with route request and
route reply (cf. Figure 4.2). Destination sequence numbers are used to
recognize old routing information. However, there are some signifi-
cant differences in the details. Figure 4.5 shows the structure of an
HWMP route request to illustrate the new features.

HWMP uses MAC addresses as a layer 2 routing protocol instead of
IP addresses. Furthermore, HWMP can make use of more sophisti-
cated routing metrics than hopcount such as radio-aware metrics. A
new path metric field is included in the RREQ/RREP messages that
contains the cumulative value of the link metrics of the path so far. The
default routing metric of HWMP is the airtime metric (cf. Section 4.6.1)
where the separate link metrics are added up to get the path metric.

Since a radio-aware metric changes more often than the hopcount
metric, it is preferable to have only the destination to answer to a

* A mesh portal is a mesh node that provides a connection to the outside of the
mesh (other networks).
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RREQ so that the path metric is up to date. For this reason, the
destination only flag is set (DO¼ 1) by default in HWMP.

By explicitely setting the destination only flag to DO¼ 0, it is
possible to let intermediate nodes reply. This gives a shorter latency
of the route discovery, but the path metric is not up to date. Therefore,
the intermediate node that replied with a RREP will forward the RREQ
to the destination. This is controlled by the reply and forward flag. It is
set by default (RF¼ 1), but can be unset to get the traditional AODV
behavior. The destination only flag in the forwarded RREQ has to be
set (DO¼ 1). This prevents further intermediate nodes from generat-
ing route replies which could be many.

Any received routing information (RREQ/RREP) is checked for
validity with a sequence number comparison. Routing information is
valid if the sequence number is not smaller than the sequence number
in the previous information. If the sequence numbers are the same
and the routing information, which is the path metric, is better, then
the new information will be used and the new message will be
processed.

HWMP can use periodic maintenance RREQs to maintain a best
metric path between the source and the destination of active paths.
This is an optional feature.

HWMP allows multiple destinations in RREQ messages, which
reduces the routing overhead when a mesh node has to find routes
to several nodes simultaneously. This is the case for repairing broken
links and for maintenance RREQs.

RREQ
ID

Element
ID

Octets: 1

Length TTL

Destination
MAC

address

Originator
sequence
number

Originator
MAC

address

Hop
countFlags

...

Path metric
value

Per
destination

flags

Destination
sequence
number

6

4

46411111

(N−2) * 11 1 6

Destination
count N

Per
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flags

41 6

Destination
MAC

address

Destination
sequence
number

Reserved

Bits: 0

0

Unicast/
broadcast

1 … 7

Destination
only

Reserved

Bits: 2  …  7

Reply and
forward

1

Flags

Per destination flags

Figure 4.5 HWMP route request.
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Some flags can have different values for each destination. There-
fore, per destination flags are associated with each destination and its
sequence number. These are the flags specifically related to the gen-
eration of route reply messages.

An explicit time to live (TTL) field is necessary since there is none
in the header as in traditional AODV.

The use of the proactive extension to RM-AODV is configur-
able. The proactive extension uses the same distance vector
methodology as RM-AODV and makes use of routing messages of
RM-AODV.

To use the proactive extension, at least one mesh portal has to be
configured to periodically broadcast mesh portal announcements.
This triggers a root selection and arbitration process, out of which a
single root portal evolves. The root portal sets the announcement type
flag to 1 (root) in its periodic mesh portal announcements. On receipt
of such a root portal announcement, a mesh node will set up a path to
the root portal through the mesh node it received the root portal
announcement with the best path metric. A path to the announcing
mesh portal can also be set up on receipt of portal announcements
with announcement type flag set to 0 (portal). The path setup will lead
to a tree rooted in the root (mesh) portal.

If the registration flag is not set in the announcement message
(non-registration mode), the processing of the root announcements
stops here. When a mesh node wants to send data frames to the root
portal, it can send a gratuitous RREP to the root portal immediately
before the first data packet. This will set up the backward path from
the root portal to the source node.

If the registration flag is set in the announcement message (regis-
tration mode), the mesh node waits a certain time for further root
announcement messages to arrive or it might also issue a RREQ with
TTL¼ 1 to explicitely ask its neighboring nodes for routes to the root
portal. The mesh node chooses the path with the best path metric to
the root portal. It registers with the root portal by sending a gratuitous
RREP to the root portal. The registration has to be done every time the
node changes its parent node.

An overview of the different configuration options of HWMP is
shown in Figure 4.6.

4.6.3 Radio Aware Optimized Link State Routing (RA-OLSR)

RA-OLSR protocol is an optional, proactive routing protocol of the
emerging IEEE 802.11s standard. It follows closely the specification
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of the OLSR protocol (RFC 3626 [13]) as described in Section 4.5.3.
Instead of IP addresses as in [13] it uses MAC addresses and can
work with arbitrary routing metrics such as the air-time
metric of Section 4.6.1. Furthermore, it defines a mechanism for
the distribution of addresses of nonmesh WLAN clients in the
RA-OLSR mesh.

The link state is the value of the link metric and is used in
the shortest path computation. Therefore, a link metric field is
associated to each reported neighbor in hello messages and TC
messages. The value of the link metric is also stored in the corres-
ponding information repositories; the link set and the topology set.
The link metric is also used in the heuristic for the selection of the
multipoint relays.

Each mesh access point maintains a local association base (LAB)
that contains all legacy IEEE 802.11 stations associated with this mesh
AP. It broadcasts local association base advertisement (LABA) mes-
sages periodically, in order to distribute the association information
in the mesh network. The information received from LABA messages
is stored in the global association base (GAB) in each node. The

Registration flag set?

Nonregistration mode Registration mode

YesNo

Root node configured?
(Mesh portal announcements configured? )

On-demand routing +
tree to root node

On-demand routing
(RM-AODV)

No Yes

Default protocol Hybrid Wireless
Mesh Protocol

(HWMP)

Figure 4.6 Configurability of HWMP.
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information of both LAB and GAB is used in the construction of the
routing table and provides routes to legacy stations associated with
mesh access points. To save bandwidth, it is possible to advertise only
the checksum of the blocks of the LAB. If there is a mismatch between a
received checksum and the checksum in the GAB, the node requests an
update of the corresponding block of the LAB of the originating node.

RA-OLSR also utilizes the frequency control for link state flooding
as known from Fisheye State Routing [21] for the distribution of the
topology control messages. The idea is that nearer mesh nodes receive
topology information more frequently than faraway nodes. Therefore,
the TTL in the topology control messages is set to 2, 4, and maximum
TTL sequentially.

4.6.4 Extensibility

One of the conclusions from research in mobile ad hoc networking is
that there will not be a single routing protocol that is optimal in every
useful scenario. Therefore, an extensibility mechanism is proposed
that allows flexibility but still provides interoperability between mesh
nodes of different vendors.

Each mesh network announces its used routing protocol and rout-
ing metric to new nodes by corresponding IDs. Only those nodes that
support the used routing protocol and routing metric are allowed to
join the mesh network. All IEEE 802.11s devices will be able to use the
default routing protocol and the default routing metric. Other routing
protocols or routing metrics, which are better suited for some scenarios,
can be used in addition to the default ones (cf. Figure 4.7.)

4.7 JOINT ROUTING AND CHANNEL ASSIGNMENT

In a multiradio, multichannel WMN, besides routing, another main
design problem is to assign a radio channel to each network interface
to achieve efficient utilization of available channels, the so-called chan-
nel assignment. In the literature, there are numerous studies that con-
sider routing and channel assignment. Some only consider routing to
maximize the throughput [7,8,30]. Some only consider channel assign-
ment to minimize the interference [31]. Some study both routing and
channel assignment [18,32–35]. Raniwala, and Chiueh [32] consider
routing first, followed by channel assignment. Since channel assign-
ment is performed after routing, the load in each link is given. There-
fore, such channel assignment is also called load-aware channel
assignment. Tang et al. [18] consider channel assignment first, followed
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by routing. Given a channel assignment, the interference among links is
determined, therefore, routing under such a constraint is also called
interference-aware routing.

However, in a multiradio multichannel WMN, routing and channel
assignment are interdependent. Routing depends on the capacity of
the virtual link which is determined by channel assignment. On the
other hand, channel assignment depends on the expected load of the
virtual link, which is affected by routing. Due to the circular depend-
ence between routing and channel assignment, a joint routing and
channel assignment mechanism to maximize the network throughput
is desirable [33–35].

In this section, we first introduce the combined load-aware routing
and channel assignment mechanism [33], which iterates over channel
assignment and routing algorithms until each link’s capacity matches
its expected load as closely as it can. We then introduce the joint
channel assignment and routing [34,35]. Due to the hardness of the
joint routing and channel assignment, both papers solve the linear
programming (LP) relaxation of the problem optimally, then have
some postprocessing to have feasible channel assignment.

4.7.1 Combined Load-aware Routing and Channel Assignment

The combined load-aware routing and channel assignment [33] starts
with an initial estimation of the expected load on each virtual link
regardless the link capacity, then iterates over channel assignment and
routing algorithms until the channel assignment is feasible. The inputs
to the combined channel assignment and routing algorithm include an

Path selection protocol ID

Minimum functional
requirement for all

mesh nodes to
guarantee

interoperability

Default protocol Optional protocols

HWMP RA-OLSR
Future standardized

optional routing
 protocols

Vendor specific
routing protocols

Figure 4.7 Extensibility of IEEE 802.11s routing protocols.
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estimated traffic load metrix, a WMN topology, and the available
radios at each node as well as the number of nonoverlapping radio
channels. When the algorithm stops, each 802.11 interface is binded
with a channel and each communicating node pair has a route in
the WMNs.

The details of the combined load-aware routing and channel
assignment are presented as follows [33]:

& Step 1: The routing algorithm computes the initial routes for
each node pair given a set of node pairs and the expected
traffic load between each node pair.

& Step 2: Given the input from the routing step, the radio channel
assignment algorithm assigns a radio channel to each interface
such that the available bandwidth at each virtual link is no less
than its expected load.

& Step 3: The new channel assignment is fed back to the routing
algorithm to reach more informed routing decisions.

& Step 4: Recalculate the link load based on the routing informa-
tion. If some of the link loads are more than their capacities, go
to Step 2, otherwise, Stop.

The above combined mechanism can be used as a generic approach
to combine any channel assignment and routing solutions together to
achieve better network throughput. For example, in Step 2, any load-
aware channel assignment solutions can be applied. In Step 3, any
interference-aware routing algorithms can be applied.

4.7.2 Joint LP-based Routing and Channel Assignment

Kodialam and Nandagopal [34] and Alicherry et al. [35] propose the
LP-based joint routing and channel assignment. It is assumed that poten-
tially there is traffic demand for any pair of nodes [34]. (Alicherry et al. [35]
assume that communication is only involved to and from wired gate-
ways, rather than involving pairs of end nodes. In a WMN, the wireless
users are mostly interested in connecting to the Internet; therefore, an
asymmetric traffic pattern is reasonable and it indeed simplifies the LP
model. In this section, we only discuss the work of Alicherry et al. [35].

4.7.2.1 Models and Assumptions
A WMN can be described by a graph G¼ (N, E ) where N represents a
set of nodes each being equipped with multiple wireless radios, and E
represents direct communication links between a pair of nodes. There
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is one gateway node u0 2 N that is connected to the Internet, and the
traffic from any other node to the Internet is directed through u0.

In practice there may be multiple gateway nodes in the system,
and our results can easily be generalized to such a case. For the aim of
simplicity, it is assumed that there is only a single gateway node.

A node can communicate with some other nodes through wireless
communication links. Specifically, there is a communication link
e¼ (u, y) 2 E if and only if nodes u, y are within the valid transmission
range of a radio. Suppose that there are K orthogonal wireless channels,
and the bandwidth of each channel is c. It is assumed that the system
works in a periodical synchronous time-slotted mode where each
cycle contains T time slots. Obviously, the model we introduce here
provides an upper bound for a system in asynchronous operation.

For the routing and channel assignment problem, there are three
decisions to make: assign a set of wireless channels to each link e 2 E,
determine whether each (link, channel) pair is active for each time slot
t¼ 1, . . . , T, and assign the communication traffic to the active (link,
channel) pairs over different time slots.

The objective of routing and channel assignment is to maximize
the throughput of the system by the above decisions. In particular, we
assume that each node u 2 N has an average traffic demand du that
needs to be routed to the gateway node u0, and we want to accom-
modate these traffic as much as possible. As we are to discuss later,
there are different criteria to measure the maximum throughput.

The approach contains two steps: interference-aware routing fol-
lowed by postprocessing of adjusting channel assignment.

First, we solve an LP that determines a routing solution by con-
sidering the traffic load and the impact of the interference. Such a
solution also provides a channel assignment but may not be feasible
due to the relaxation in the LP.

Second, in postprocessing, we adjust the channel assignment to
obtain a feasible solution. In doing so, we keep the routing solution so
that the traffic throughput will not be reduced.

4.7.2.2 Integer Programming Formulation and Linear
Programming Relaxation

We need the following notations to define our problem.

Nu: Set of nodes that arewithin the valid transmission rangeof node u.
Nu’ : Set of nodes that are within the interference range of node u.

For notational convenience, we assume u 2 Nu’ .
Ru: The number of radios that node u has.
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We first use integer linear programming (ILP) to formulate the
problem.

yuv
kt : Binary variable, yuv

kt ¼ 1 if and only if link (u,y) 2 E is active on
channel k at time slot t.

Any channel assignment must satisfy the following two constraints:

1. Radio Constraint: At any time, a node can use at most Ru

different channels to send packages.

X

y2Nu

X

K

k¼ 1

y kt
uy < Ru, 8 u 2 N , t ¼ 1, . . . , T (4:1)

2. Interference Constraint: At any time, two interference links
cannot be active at the same channel.

X

u0 2N 0u [N 0u

X

y0 2Nu0

y kt
u0y0 � 1, 8 (u, y) 2 E, k ¼ 1, . . . , K , t ¼ 1, . . . , T (4:2)

Equation4.1 andEquation 4.2 characterize thenecessary and sufficient
conditions for a feasible channel assignment. It defines a time-varying
network over which routing can be conducted for sending communica-
tion packages. Although it helps us to clearly define and understand the
problem, the time-indexed binary variables make the size of the model
very large and thusdifficult to solve. In the following, the ILP formulation is
relaxed to a LP so that a solution can be easily obtained. The LP solution
serves as a necessary condition for a feasible channel assignment.

Wecansee that
P

t¼ 1
T yuy

kt is theaggregationofactive timeslots for link
(u, y) on channel k within a cycle, and thus 1

T

PT
t¼ 1 y kt

uy is the percentage
usage of link (u, y) on channel k. Recall that the bandwidth of each
channel is c, then c

T

PT
t¼1 y kt

uy is the corresponding available bandwidth.
We define a new variable x k

uy ¼ c
T

PT
t¼ 1 y kt

uy. Then a necessary
condition for Equation 4.1 to hold is

X

y2Nu

X

K

k¼ 1

x k
uy � cNu, 8u 2 N (4:3)

and a necessary condition for Equation 4.2 to hold is

X

u0 2N 0y [N 0y

X

y0 2Nu0

x k
u0y0 � c, 8 (u, y) 2 E, k ¼ 1, . . . , K (4:4)
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Now, we can add the routing decision for the traffic demand du

over the communication network defined by Equation 4.3 and Equa-
tion 4.4. To this end, we need to enforce the flow conservation
constraint for each node.

X

y2Nu

X

K

k¼ 1

x k
uy þ d0u ¼

X

y2Nu

X

K

k¼ 1

x k
uy, 8u 2 N , u 6¼ u0 (4:5)

0 � d0u � du, 8u 2 N , u 6¼ n0 (4:6)

where du’ is the traffic sent out from node u.
Equation 4.3 through Equation 4.6 define the basic structure for a

routing and channel assignment. There may be different criteria and
considerations for the throughput maximization, which can be hand-
led by defining objective functions and introducing some other
constraints.

1. Maximizing the Total Throughput: We can define the objective
function as

max
X

u2N

d0u

2. Ensuring Fairness: We can define a parameter l so that each
node can send at least l portion of its traffic demand.

max l

subject to 0 � l � 1 and du’ � ldu for all u 2 N.

3. Maximizing the Worst Case: We can maximize the lowest traffic
to be sent.

max d

subject to d � du’ for all u 2 N.

4.8 OUTLOOK AND OPEN ISSUES

Wireless mesh networking is a topic that now attracts great attention
from industrial companies and universities. Big efforts are under way
to develop working mesh standards. There are many companies
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selling wireless mesh devices. And there are already many working
installations of wireless mesh networks around the world.

The core idea of wireless mesh networks—forwarding of packets
over multiple wireless hops—is a new quality in wireless communi-
cations. It can make devices ‘‘truly wireless.’’ The necessary routing
protocols have a sound basis, which is a good foundation for the
continuous growth of the number of deployments of WMNs. Due to
their great flexibility and robustness, wireless mesh networks will be
an important part of future (wireless) network architectures.

Although the area of wireless mesh networking can build on the
huge amount of results from a decade of research in mobile ad hoc
networking, there are still many open research issues. The special
properties of WMNs require and allow optimizations in order to meet
the performance goals for the use of wireless mesh networks. Each
application scenario may require different optimizations. High network
throughput and network capacity are the important requirements in
practical deployments. New routing metrics have to be developed and
utilized in order to support necessary improvements. Mobility comes
into play when client devices are integrated into wireless mesh net-
works. Better and more powerful devices can have multiple radio
interfaces and can make use of channel diversity. This has to be sup-
ported by routing protocols and routing metrics. Last but not least,
cross-layer design is important in order to get better access to the layers
that have a high influence on the routing—MAC and physical layer.
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Wireless mesh networking is the ideal technology for providing quick-
and-easy network access where network infrastructure is hard to
install or has been destroyed. Wireless mesh network (WMN) is
equally suited to the low-cost extension of network access to a wide
area. Typical deployment scenarios include public safety networks,
home networks, office networks, and public access networks. For
example, in public access networks, WMN deploys wireless routers,
called wireless mesh points (MPs) on light poles along streets to
form a multihop wireless backbone with acceptable connectivity and
performance.

In wireless mesh networking, the medium access control (MAC)
protocol plays an important role in coordinating channel access
among mesh nodes. Most traditional medium access protocols are
designed for nodes with omnidirectional antennas and for sharing a
single channel. Examples include Aloha, Slotted Aloha, carrier sense
multiple access (CSMA), and CSMA with collision avoidance (CSMA/
CA). The two MAC protocols defined in the IEEE 802.11 standards, i.e.,
the IEEE 802.11 MAC protocol and the IEEE 802.11e quality of service
(QoS) enhancement MAC protocol, are single-channel MAC protocols
designed for nodes with omnidirectional antennas. Even though single-
channeled MAC protocols are robust and easy to implement, WMNs
based on such rudimentary MACs may suffer low throughput due to
collisions and interference caused by multihop routing. For instance,
the maximum throughput for a daisy-chained network could be only
one-seventh of the nominal link bandwidth when the IEEE 802.11 MAC
is used [27]. As a result, congestion in such networks would be more
frequent and persistent, making it a great challenge to support
bandwidth-intensive applications (e.g., video communications).

To address the low throughput problem in multihop mesh net-
works, MAC protocols that explore alternative physical layer technolo-
gies, such as directional antennas (including smart antennas), have
been proposed. The basic idea is to reduce the transmitter’s interfer-
ence range and to improve channel spatial reuse by using directional
antennas. Another effective solution to the low throughput problem
is to use multiple channels at mesh nodes, allowing concurrent

Yan Zhang / Wireless Mesh Networking AU7399_C005 Final Proof page 148 23.10.2006 1:12pm

148 & Wireless Mesh Networking



transmissions on these channels. In fact, many current physical layer
standards do provide multiple channels at the physical layer. For
example, the IEEE 802.11b PHY standard for wireless local area net-
works (WLANs) provides three orthogonal channels (channel 1, 6, and
11) for use in the United States, while IEEE 802.11a provides 12
nonoverlapping channels. Such orthogonal channels could be used
simultaneously in a neighborhood without interfering with each other.
Consequently, there has been substantial effort on developing such
multichannel MAC protocols that can efficiently assign channels to
mesh nodes and coordinate the sharing of these channels.

This chapter presents a survey of existing MAC schemes to provide
a high-level picture for both researchers and practitioners, and to
facilitate the research and standardization efforts in this active area.
The MAC protocols reviewed in this chapter include both protocols
proposed by the academic community and protocols currently being
studied and evaluated by the wireless industry for inclusion in the
IEEE 802.11s WMN standard.

We first give an introduction to WMNs and wireless MAC protocols
in Section 5.1. We discuss the design objectives and a number of
technical challenges in Section 5.2. In Section 5.3, we classify existing
MAC protocols into two categories: conventional MAC protocols and
advanced MAC protocols, including protocols designed for WMNs
with directional antennas, multichannel MAC protocols, and conten-
tion-free MAC protocols. In addition to classifying existing schemes,
we also present the operation, pros and cons of representative
schemes in each category. Section 5.3 also describes three advanced
MAC features defined in the current 802.11s standard draft. Design
trade-offs are discussed in Section 5.4. Section 5.5 concludes by
discussing future directions and standardization trends in this
active area.

5.1 DESIGN OBJECTIVE AND CHALLENGES

While WMNs can extend network coverage and potentially increase
network capacity, they can also impose unique challenges on MAC
protocol design. The first and foremost challenge stems from the ad
hoc nature of WMNs. In the absence of fixed infrastructure that
characterizes traditional wireless networks, control and management
of WMNs have to be distributed across all nodes. Distributed MAC is
a much more challenging problem than centralized MAC. For multi-
channel MAC protocols, distributed channel selection and/or channel
assignment adds another level of difficulty.
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The second challenge is due to the multihop transmissions in
WMNs. As nodes may not necessarily be within each other’s radio
range, packets have to be relayed from one node to another before
they can reach the destination. In wireless networks, radio signals
attenuate over distance. Therefore, simultaneous transmissions may
lead to collisions at the receiver even though both senders sense the
channel to be idle. Due to the inefficiency of carrier sensing in multi-
hop wireless networks, the ‘‘hidden node’’ problem and ‘‘exposed
node’’ problem may occur [9].

A hidden node (node B in Figure 5.1) is a node that is out of range
of a transmitter node (node A in Figure 5.1), but within the range of a
receiver node (node C in Figure 5.1). As nodes A and B are out of each
other’s sensing range, they may transmit at the same time, which
causes a collision at the receiver as illustrated in Figure 5.1. Such
hidden nodes can lead to high-collision probability and can cause
substantial interference. The exposed node problem occurs when a
node that overhears any data transmission has to refrain from trans-
mitting or receiving, even though its transmission may not interfere
with the ongoing data transmission at all. An exposed node (node C in
Figure 5.2) is a node that is out of the range of a receiver node (node A
in Figure 5.2), but within the range of a transmitter node (node B in
Figure 5.2). The dotted circles illustrate the radio range of nodes in the
center of the circle. On detecting a transmission from node B, node C
defers its transmission to node D, even though a transmission from

A BC

Collision

Figure 5.1 An illustration of the hidden node problem.
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node C does not interfere with the reception at node A. Due to the
exposed node problem, the link utilization can be significantly
impaired, which leads to low end-to-end throughput and high
packet-delivery latency.

In addition to the hidden node problem and the exposed node
problem, nodes that utilize directional antennas or a multichannel
MAC protocol may suffer from a ‘‘deafness’’ problem. In a network
where nodes utilize directional or smart antennas, a transmitter may
fail to communicate to its intended receiver because the receiving
antenna is pointed in a direction away from the transmitter. In a
multichannel network, the deafness problem occurs when two
neighboring nodes choose different channels for transmitting and
receiving. Therefore, even though two nodes are within each other’s
radio range, they cannot detect each other. Without a proper design of
the MAC protocol, the deafness problem may cause significant
throughput reduction and unfairness in the network.

The third challenge is introduced by the dynamical nature of the
WMNs, such as variations in link quality, changing congestion levels,
and user mobility. When the network environment changes, a MAC
protocol should quickly adapt.

In addition to the above challenges that are unique to WMNs,
MAC design faces challenges due to the error-prone nature of wire-
less channels. Link-layer retransmission schemes are often used in
wireless MAC protocols to make the wireless link more reliable.

A B C D

Figure 5.2 An illustration of the exposed node problem.
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5.2 CONVENTIONAL WIRELESS MAC PROTOCOLS

The main responsibility of a MAC protocol is to ensure fair and
efficient resource sharing. There are two major categories of MAC
schemes: (1) contention-based protocols and (2) collision-free chan-
nel partition protocols. Contention-based protocols assume there is no
central entity to allocate channel resources in the network. To trans-
mit, each node must contend for the medium. Collisions result when
more than one node tries to transmit at the same time. The well-
known contention-based wireless MAC protocols include Aloha, Slot-
ted Aloha, CSMA, and CSMA/CA. In contrast, collision-free protocols
assign dedicated channel resources to each node that wishes to
communicate. Collision-free protocols can effectively eliminate colli-
sions at the cost of possibly low channel utilization for bursty data
traffic. Examples of such protocols include time division multiple
access (TDMA), frequency division multiple access (FDMA), and
code division multiple access (CDMA). As collision-free protocols
often require a centralized algorithm, which is hard to achieve in a
multihop environment, most existing MAC protocols for WMN belong
to the contention-based protocol category.

5.2.1 Aloha and Slotted Aloha

The first contention-based MAC protocol is Aloha, developed in
the early 1970s by Abramson at the University of Hawaii [6]. The
basic operation of Aloha is as follows: nodes can transmit whenever
they have a packet to send. The receiver needs to acknowledge
successful receipt of the data packet. If a collision occurs and the
packet is corrupted, the sender does not receive an acknowledgment
(ACK) within the time-out period. Then, the sender waits for a
random amount of time and retransmits the packet. Aloha is easy to
implement but suffers low throughput problems. For instance, the
maximum achievable throughput is only 18.4% of the total available
bandwidth.

Slotted Aloha improves on the performance of pure Aloha by
synchronizing the transmission time slots of all nodes. In Slotted
Aloha, nodes can only transmit at the beginning of a time slot. By
restricting the starting time of frame transmissions, collisions can
occur only when two frames are transmitted in the same time slot.
Therefore, the vulnerable period for slotted Aloha is only one time
slot vs. two time slots as in Aloha. The introduction of time slots
doubles the throughput by reducing the probability of collisions by
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one-half compared to Aloha. However, both Aloha and Slotted Aloha
still suffer from a stability problem that can occur when a large
number of nodes have backlogged frames to transmit. This perform-
ance degradation occurs mainly because all nodes transmit at will
without considering transmissions at other nodes.

As nodes in a network need to collaborate to transmit, knowledge
of the behavior of other nodes can help a node to make a better
decision. For instance, if a node can detect whether other nodes are
currently transmitting or not, it can adapt its behavior accordingly.
CSMA that is introduced next is based on this idea.

5.2.2 CSMA and CSMA/CA

A family of CSMA protocols was proposed in the 1970s by Kleinrock
and Tobagi [21]. In CSMA, a node first senses the channel to make sure
that it is idle before transmitting. If the channel is busy, the node
defers its transmission. The exact behavior of a node that senses a
busy channel leads to different versions of CSMA, described by terms
such as 0-persistent CSMA, 1-persistent CSMA, and p-persistent CSMA.
Using carrier sensing, a node can successfully avoid collisions with
transmitting stations within its carrier sense range. Therefore, CSMA
performs better than Aloha and Slotted Aloha.

CSMA/CA leverages the performance benefits of CSMA and
extends CSMA to further reduce the likelihood of collisions. In a
wireless network, as radio signals attenuate over distance, simultan-
eous transmissions may lead to collisions at the receiver even though
both senders have sensed an idle channel. This is called the hidden
node problem. By utilizing two small control packets, i.e., request-to-
send (RTS) and clear-to-send (CTS), CSMA/CA can effectively mitigate
the hidden node problem [20]. To avoid a collision, a sender that has a
data packet to send first senses whether the channel is idle and then
sends out an RTS message. On overhearing the RTS message, all
nodes within the sender’s radio vicinity refrain from transmitting for
a period of time specified in the RTS. The designated receiver replies
back with a CTS message, which silences all the nodes within the
receiver’s radio vicinity. After the RTS/CTS exchange, the sender’s data
packet is transmitted normally. With this approach, although there still
could be collisions on small control packets (i.e., RTS), collisions on
larger data packets can be largely eliminated. Thus, CSMA/CA often
achieves improved performance over CSMA, especially when the data
packets are large.
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5.2.3 IEEE 802.11 DCF Protocol

The IEEE 802.11 standard specifies two medium access methods: (1)
distributed coordination function (DCF) that builds on CSMA/CA and
(2) point coordination function (PCF) providing contention-free
access [1]. Because PCF requires a central control entity, i.e., a point
coordinator, it is rarely used in WMNs. Instead, the DCF protocol is
widely adopted in WLANs and WMNs. Additionally, because of its
robustness and flexibility, many advanced MAC protocols are also
based on the IEEE 802.11 DCF protocol.

The IEEE 802.11 DCF protocol is based on the CSMA/CA principle
and it operates in a similar way. A node wishing to transmit first senses
the channel. If the medium is sensed busy, it defers its transmission. If
the medium is free for a specified period of time called distributed
inter frame space (DIFS), the node is allowed to transmit. Upon
correctly receiving the data packet, the receiver returns an ACK
after a fixed period of time called short inter frame space (SIFS).
Receipt of the ACK indicates the correct reception of the data packet.
If no ACK is received, the sender assumes a collision has occurred
and doubles the size of its contention window. Then, the sender
chooses a random back-off number between 0 and its contention
window size. The sender is allowed to retransmit the packet when
the channel is free for a DIFS period of time augmented by the random
back-off time. The packet is dropped after a given number of failed
retransmissions.

To further reduce the collisions, the standard defines a virtual
carrier sense mechanism as shown in Figure 5.3. A node wishing to
transmit first transmits a short control packet called RTS, which
includes source, destination, and duration of the packet transmissions
that will follow (i.e., the CTS, the data packet, and the corresponding
ACK). If the medium is free, the receiver responds with a CTS message
that includes the duration of the data packet and its ACK. Any node
receiving the RTS and/or CTS messages sets its network allocation
vector (NAV) to the given duration. Once set, the NAV counts down to
zero unless the NAV is set to another value by a new RTS or CTS. A node
cannot transmit until its NAV equals zero. This virtual carrier sensing
mechanism can effectively reduce the probability of a collision at the
receiver by a station that is hidden from the transmitter; this is because
nodes within the receiver’s radio vicinity can hear the CTS and they
mark the medium as busy until the end of the data transmission. The
duration information carried by the RTS protects the transmitter
from collisions when receiving the ACK. Because the RTS and CTS
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are short frames, the overhead of collisions on RTS/CTS is relatively
smaller compared to the bigger data packets.

5.2.4 IEEE 802.11e MAC Protocol

The IEEE 802.11e standard draft defines a number of QoS enhance-
ments to IEEE 802.11 [4]. Two main functional blocks are defined in
IEEE 802.11e: (1) the channel access functions and (2) the traffic
specification (TSPEC) management. The channel access function de-
fines a new coordination function called the hybrid coordination
function (HCF). HCF has two modes of operation: a contention-
based protocol called enhanced distributed channel access (EDCA)
and a polling mechanism called HCF controlled channel access
(HCCA). Both access functions enhance or extend the functionalities
of the original 802.11 access method, i.e., DCF, and operate on top of
DCF (Figure 5.4). Because the operation of HCCA and PCF requires a
central control entity and synchronization among nodes, they are
hard, if not impossible, to realize in a WMN. Hence, we focus mainly
on the EDCA access method.

EDCA enhances the original DCF by providing prioritized medium
access based on different traffic classes, also called access categories
(ACs). The IEEE 802.11e defines four ACs, each of which has its own

RTS

CTS

Node A

Node B

DB

S

S DATA

ACKS

B: Back off D: DIFS S: SIFS

Other nodes
NAV (RTS)

NAV (CTS)

D

D

Defer access

Figure 5.3 The IEEE 802.11 MAC handshake and channel reservation
mechanism.
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queue and its own set of EDCA parameters. The differentiation in
priority between ACs is realized by setting different values for the
EDCA parameters. The EDCA parameters include: (1) arbitration inter-
frame space number (AIFSN), (2) minimum contention window
(CWmin), (3) maximum contention window (CWmax), and (4) trans-
mission opportunity (TXOP) limit. AIFS is the period of time the
wireless medium is sensed idle before the start of a frame transmis-
sion. For instance, an AIFSN of 2 corresponds to DIFS and an AIFSN of
1 corresponds to PIFS. The relationships between different IFS are
illustrated in Figure 5.5. A TXOP is a bounded time interval in which a
node is allowed to transmit a series of frames.

As shown in Table 5.1, real-time traffic such as video and voice has
more aggressive EDCA parameters, which is to ensure QoS traffic has
a better chance to acquire the medium than the best-effort or back-
ground traffic. This basic idea of supporting prioritized traffic is similar
to DiffServ [3]. As illustrated in Figure 5.6, when data arrives, the IEEE
802.11e MAC classifies the data with the appropriate AC and puts it in

802.11 DCF

802.11/a/b/g/j/n

EDCAPCF HCCA

802.11 MAC

802.11 PHY

Figure 5.4 The IEEE 802.11e MAC architecture.

Busy medium

DIFS/AIFS

SIFS

DIFS

PIFS

Back-off slots

AIFS[i ]

AIFS[ j ]

Back-off slots

Contention window

Next frame

Slot time
Defer access

Figure 5.5 Relationships of different IFSs.
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the corresponding AC transmit queue. Data packets from different AC
queues first contend internally among themselves based on each
queue’s AIFSN, the contention window, and the random back-off
time. The AC with the smallest back-off wins the internal contention.
The winning AC then contends externally for the wireless medium.
The external contention is similar to that in DCF. With the tuning of AC
parameters provided by IEEE 802.11e, traffic performance from differ-
ent ACs is optimized and prioritization of traffic achieved.

Table 5.1 Default EDCA Parameter Set

TXOP Limit

AC CWmin CWmax AIFSN
For 11b

PHY
For 11a

PHY

Background
(AC_BK)

CWmin CWmax 7 0 0

Best effort
(AC_BE)

CWmin CWmax 3 0 0

Video
(AC_VI)

(CWmin

þ 1)/2 – 1
CWmin 2 6.016 ms 3.008 ms

Voice
(AC_VO)

(CWmin

þ 1)/4 – 1
(CWmin

þ 1)/2 – 1
2 3.264 ms 1.504 ms

Mapping to AC

Transmit queues for ACs

Internal contention resolution

Figure 5.6 An EDCA reference implementation model.
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5.3 ADVANCED MAC PROTOCOLS FOR WMNs

Conventional MAC protocols may suffer from low throughput in
WMNs, due to contention introduced by the multihop operation.
Therefore, MAC protocols assuming enhanced physical layers and/or
multichannel MAC protocols have attracted considerable interest in
recent years. In addition, under the assumption that mesh nodes are
synchronized with each other, contention-free MAC protocols, such as
TDMA-based schemes, have been proposed.

5.3.1 Protocols for Mesh Nodes Equipped with Directional
Antennas

MAC protocols designed for WMNs typically assume omnidirectional
antennas that transmit radio signals to and receive them from all direc-
tions. When two nodes are communicating, all other nodes in the
vicinity have to remain silent, which has a negative impact on the
network capacity. Therefore, the network capacity diminishes with
an increase in the number of nodes [15]. With directional antennas
(including smart antennas), two pairs of nodes located in each other’s
radio vicinity may potentially communicate simultaneously, depending
on the directions of transmission. Due to this spatial reuse, directional
antennas offer tremendous potential to improving the performance
of WMNs without a significant increase in hardware cost. Furthermore,
due to high antenna gains, directional antennas are expected to provide
increased coverage and connectivity among mesh nodes, and dimin-
ished sensitivity to nonmesh 802.11 devices.However, harnessing these
potentials requires new mechanisms at the MAC layer for intelligently
and adaptively exploiting the antenna system.

As shown in Figure 5.7, unlike an omnidirectional antenna that has
a uniform gain over all directions, the main lobe of a directional
antenna has much higher gain than the side and back lobes. While
this type of antenna pattern facilitates more efficient spatial reuse, it
also introduces three new problems: a different kind of hidden node
problem, a deafness problem, and a higher directional interference.
For nodes equipped with directional antennas, a hidden node prob-
lem occurs when two transmitters are nearby yet their antennas point
in different directions, so they are invisible to each other while still
causing collisions at the receiver. Note that for nodes equipped with
omnidirectional antennas, this hidden node problem would not occur
because as long as two transmitters are within each other’s radio
range, they can detect each other. The deafness problem occurs
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when the transmitter fails to communicate with the receiver because
the receiver is listening in another direction. Higher directional inter-
ference is caused by the higher antenna gains. Existing MAC protocols
try to address these three new problems in different ways.

Most MAC protocols in this class are based on the IEEE 802.11 DCF
protocol, which typically comprises the RTS–CTS–DATA–ACK proced-
ure. However, unlike the DCF protocol that transmits control and data
messages omnidirectionally, MAC protocols utilizing directional an-
tennas use different combinations of directional and omnidirectional
messages.

The Directional MAC (D-MAC) is one of the first MAC protocols
designed for ad hoc networks with directional antennas [22]. D-MAC
assumes that each node is equipped with several directional antennas,
but only one is allowed to transmit at any given time, depending on
the location of the intended receiver. RTS, DATA, and ACK are sent
directionally to reduce the number of exposed nodes and to improve
spatial channel reuse, whereas CTS is transmitted omnidirectionally
to reduce the number of hidden nodes. Alternatively, RTS packets
are sent omnidirectionally if none of the directional antennas at the
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Figure 5.7 Antenna pattern of a directional antenna.
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transmitter are blocked. This is to reduce the collision probability of
control packets.

The tone-based directional MAC (Tone DMAC) protocol proposes
to use omnidirectional out-of-band tones to indicate deafness to
blocked transmitters [11]. The RTS, CTS, DATA, and ACK are all trans-
mitted directionally. Nodes that overhear any of the directional
transmissions update their records to avoid interfering with communi-
cation in those directions. After a DATA/ACK exchange, both the trans-
mitter and the receiver switch back to the omnidirectional mode and
send out omnidirectional tones to indicate that they were recently
engaged in communication. Thus, a neighboring node can realize
deafness and reduce its contention window to its minimum value.
Without receiving the tones, a blocked node may keep on increasing
its contention window size and lose its fair chance to access the med-
ium. Transmitters may be identified by the different tones they use.

The directional virtual carrier sensing (DVCS) approach adds three
primary capabilities to the original IEEE 802.11 MAC protocol: caching
the angle of arrival (AOA), beam locking and unlocking, and use of
directional NAV (DNAV) [34]. Each node caches AOAs from neighbor-
ing nodes when it overhears a signal. Based on the cached location
information, a sender sends an RTS directionally to the receiver for
up to four times. After four times, the RTS is sent omnidirectionally.
A node can adapt its beam pattern during the RTS/CTS exchange and
lock its beam pattern for data transmission and reception. The beam
patterns at both the sender and the receiver are unlocked after the
ACK frame transmission is completed. In DVCS, each DNAV is associ-
ated with a direction, a beamwidth and a duration. Multiple DNAVs
can be set for a node.

Korakis et al. [23] propose to use circular directional RTS to inform
the neighbors about the intended transmission. The transmitter trans-
mits RTS on each of its antennas sequentially until the transmission
of RTS covers all the area around the transmitter. The RTS contains
the duration of the intended four-way handshake (as in 802.11). As the
information is spread around by the circular RTS, the neighbors are
informed about the intended transmission. The neighbors can then
decide whether they should defer their transmissions in the direction
of the transmitter or receiver. Because the neighbors are aware of the
intended handshake, the number of hidden nodes can be significantly
reduced.

In addition to the above protocols, many other MAC protocols
that try to take advantage of directional beam-forming have been
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proposed [17,26,29,30]. Table 5.2 compares some of the existing
protocols based on whether they use directional transmissions or
out-of-band tones, where ‘‘D’’ represents directional, ‘‘O’’ represents
omnidirectional, and ‘‘D/O’’ means directional transmission and omni-
directional receiving [37]. Even though most of the proposed protocols
improve performance compared to the standard 802.11 MAC, support-
ing directional antennas in multihop WMNs is a difficult task and
future work in this area is needed to fully exploit the benefits of
beam-forming.

5.3.2 Multichannel MAC Protocols

Traditionally, most MAC protocols are designed to operate on only
one channel, which could greatly limit the transport capacity of a
wireless network. Under the current IEEE 802.11 standards, multiple
nonoverlapping channels are available and can be utilized simultan-
eously, which offers a great potential for improving the capacity of
WMNs. In fact, in any multi-access point WLAN deployment, for
improved capacity, adjacent WLAN cells use orthogonal channels to
enable simultaneous transmissions.

Table 5.2 Comparison of Existing Algorithms

Protocols
Carrier
Sensing RTS CTS DATA ACK Tones

Directional MAC
(D-MAC) [22]

Oa D/Ob O/O D/O D/O No

Tone-based
directional MAC
(Tone DMAC) [11]

O D/O D/O D/O D/O Yes

Directional virtual
carrier sensing
(DVCS) [34]

Dc D/D D/D D/D D/D No

Circular
directional
RTS [23]

O Circular-D/O D/O D/D D/D No

aO: Omnidirectional.
bD/O: Directional transmission and omnidirectional receiving.
cD: Directional.
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Some of the early work in multichannel MACs, such as Sousa and
Silvester [33] and Joa-Ng and Lu [19], assume that no channel assign-
ment or selection is needed because every node can have its own
unique channel. However, in reality, the number of available channels
is limited and channels have to be assigned to each node dynamically
to avoid contention and collisions and to enable optimal spatial reuse
of available channels.

We classify the existing multichannel MAC protocols according to
the channel selection techniques. Specifically, based on the way the
channel is selected, existing approaches can be classified into three
categories: (1) handshake-based channel selection, (2) channel hop-
ping, and (3) cross-layer channel assignment. Existing schemes can
also be classified based on other criteria. For instance, some protocols
use a common control channel for all nodes, while others do not. The
purpose of using a common control channel is to transmit control
packets that assign data channels to mobile nodes. Some protocols
require multiple transceivers, while others require only one transmit-
ter and multiple receivers, or one transceiver. Later, this section discuss
the representative multichannel MAC schemes in each category
according to the channel selection techniques.

5.3.2.1 Handshake-Based Channel Selection
Many multichannel MAC protocols utilize a handshake between the
transmitter and the receiver for channel selection. Examples include
the dynamic channel assignment (DCA) protocol [39], the multichan-
nel CSMA MAC [18], and multichannel MAC (MMAC) [31]. Just like
the IEEE 802.11 standard, the handshake mechanism is realized by
exchanging control messages between senders and receivers.

In DCA, the total bandwidth is divided into one control channel
and n equivalent data channels [39]. Furthermore, DCA assumes that
each node is equipped with two half-duplex receivers, one is used for
the control channel and the other can switch between different data
channels. A five-way handshake procedure is employed to select
channel and transmit data packets (Figure 5.8). In Figure 5.8, D
indicates a period with duration given by a DIFS time during which
carrier sensing is performed. B is the back-off period. S indicates
when performing carrier sensing is performed for a period given by
the SIFS. All nodes maintain two data structures, a channel usage
list (CUL) and a free channel list (FCL), to keep track of the data
channels that are being used and channels that are free. A node builds
its CUL by listening to neighboring nodes’ control messages that
carry channel usage information. After performing carrier sensing
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and back-off, the transmitter sends an RTS message with a list of free
channels. Upon receiving the RTS message, the receiver checks to see
which channel in the transmitter’s FCL can be used in its own radio
vicinity. Then, the receiver sends back a CTS message indicating the
channel to use. Before transmitting the data packet, the transmitter
sends out a reservation (RES) packet to inform its neighbors of the
reserved data channel. The RTS, CTS, and RES messages are transmit-
ted to the control channel, while data and ACK packets are transmitted
to the data channel. Collisions on data channels can be mitigated
through the use of multiple channels. In addition, separating control
and data channels can alleviate the hidden node problem.

The multichannel CSMA MAC [18] has a channel selection proced-
ure similar to that of DCA. Before sending an RTS, a sender first senses
the carrier on all data channels and builds a list of data channels that
are available for transmission. If none of the data channels are free, the
sender should enter back-off. Otherwise, the sender sends out an RTS
with an FCL. On successful reception of the RTS message, a receiver
creates its own FCL by sensing all the data channels. It then compares
its own FCL with the one contained in the RTS message. If there are
free channels in common, the receiver selects the best free channel
based on the channel condition. The receiver then sends back a
CTS message to inform the sender the channel to be used. Because
a node needs to sense all data channels at the same time, this protocol
requires that each node be equipped with one transmitter and
multiple receivers.

In multichannel MAC (MMAC), time is divided into beacon inter-
vals [31]. Each beacon interval is further divided into two smaller

RTS

CTS

Node A

Node B

RESD B

S

S S DATA

ACKS

B: Back-off D: DIFS S: SIFS

Figure 5.8 Five-way handshake procedure of DCA. (From Wu, S.-L., Lin, C.-Y.,
Tseng, Y.-C., and Sheu, J.-P., in Proc. International Symposium on Parallel
Architectures, Algorithms and Networks (ISPAN) 2000, Dallas/Richardson,
Texas, December 2000, pp. 232–237. With permission.)
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intervals (Figure 5.9). The first interval is used for channel negotiation
and the second interval for transmitting data packets. A small win-
dow, called an ad hoc traffic indication message (ATIM) window, is
placed at the beginning of each beacon interval. Here, all nodes
transmit and receive on a common control channel. Each node main-
tains a preferable channel list (PCL) that records the usage of channels
inside the transmission range of the node. Channels are categorized
into three different preferences based on predetermined criteria. If a
node A has buffered data for node B, it sends an ATIM message that
contains its PCL during the window. Upon receiving the ATIM mes-
sage, the destination node B selects a channel based on the sender’s
PCL and its own PCL. Node B then returns an ATIM–ACK message
with the selected channel information. If node A selects the channel
specified in the ATIM–ACK message, it sends out an ATIM–RES mes-
sage to notify its neighboring nodes which channel will be used.
In MMAC, all channel negotiations occur in ATIM windows over the
common control channel. The RTS, CTS, ACK, and data are all trans-
mitted on the negotiated data channel. MMAC solves the hidden
node problem by synchronizing all nodes in the network and by
allowing the nodes to negotiate channels at the same time.
However, MMAC has stringent synchronization requirements that
cannot be easily satisfied in wireless ad hoc networks. In addition,
MMAC does not support broadcasting, which is required by most
routing protocols.

Node A

Node B

ATIM

ATIM−ACK

ATIM−RES RTS

ACK

DATA

CTS

Beacon Beacon

ATIM window
Beacon interval

Figure 5.9 Process of channel negotiation and data exchange in MMAC. (From
So, J., and Vaidya, N., in Proc. ACM International Symposium on Mobile
Ad Hoc Networking and Computing (Mobi-Hoc) 2004, Tokyo, Japan, May
2004, pp. 222–233. With permission.)
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Handshake-based channel selection is widely used in MMAC
protocols and it works even when nodes are not synchronized. How-
ever, the channel negotiation is usually on a per-packet basis, which
may incur high control overhead.

5.3.2.2 Channel Hopping
Some MMAC protocols use channel hopping to achieve data exchange
between two nodes. Two such examples are receiver-initiated
channel-hop with dual polling (RICH-DP) [36] and slotted seeded
channel hopping (SSCH) [7].

RICH-DP requires all nodes in a network to follow a common
channel-hopping sequence and each hop lasts just long enough for
the nodes to receive a collision-avoidance control packet from a
neighbor [36]. A node ready to poll any of its neighbors sends out a
ready to receive (RTR) message over the current channel hop. Upon
successful reception of the RTR message, the polled node starts send-
ing data to the polling node immediately and over the same channel
hop, while other nodes hop to the next channel hop. When the data
transmission from the polled node is completed, the polling node may
start transmitting its own data to the polled node over the same hop.
After the data transmissions between the two nodes is over, both
nodes resynchronize to the common channel hop. If the polled
node has no data to send, the polling node rejoins the rest of the
network at the current channel hop.

SSCH assumes that each node can calculate and update its channel
hopping sequence based on an initial channel index and a seed.
Nodes then switch channels from one time slot to the other based
on their channel hopping sequences [7]. Nodes may have different
channel hopping sequences. However, the channel hopping se-
quences are designed in a way that there will always be at least one
overlapping channel between any two nodes at some time instances.
Then, nodes can learn each other’s hopping schedules by broadcast-
ing their channel schedules. If a node has a packet queued for a
destination node, the sender attempts to change part of its own
channel hopping schedule to match that of the destination node.
When the sender and the receiver start to share overlapping channels,
they can start to transmit to each other. SSCH requires no dedicated
control channel, but needs clock synchronization among nodes.

5.3.2.3 Cross-Layer Channel Assignment
Distributed channel assignment problems have been proven to be
NP-complete and are thus computationally intractable [8,16]. There
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exist only a few heuristic solutions, all with considerable complexity,
especially for the mobile environment [8,13,16]. However, one way to
achieve effective channel selection with little control overhead is
by combining channel assignment with the routing protocol [14].
Because the channel assignment is performed by routing, the MAC
protocol only needs to manage MAC. As a result, the design of
MAC protocol is significantly simplified. A second advantage of this
approach, i.e., the separation of channel assignment and MAC, is that
it enables optimization of different modules separately. For instance,
channel assignment can be combined with different reactive or pro-
active routing protocols. The MAC protocol can also be designed
independently without the knowledge of how channels are assigned
to individual nodes. In addition, the separation of functions makes it
possible to design backward compatible and practical MMAC proto-
cols. MMAC protocol is based on the idea of cross-layer channel
assignment [14].

Like many other MMAC protocols, MMAC assumes one common
control channel and multiple data channels. All nodes in the network
share the same common control channel and each node is equipped
with two half-duplex transceivers. One transceiver listens on the
common control channel all the time, whereas the other transceiver
can switch from one data channel to another. Nodes are assigned data
channels by the routing protocol. When a node is ready to transmit, it
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Figure 5.10 Four-way handshake procedure of MMAC.
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first informs the destination node of its assigned data channel. As in
Figure 5.10, when the sender node A intends to transmit, it first uses
the control channel to broadcast an RTS message, carrying its own data
channel index, cA. Upon receiving the RTS message, the destination
node B uses the control channel to return a CTS message carrying cA

and switches its receiving channel to cA. After node A receives the CTS
message, it switches to the confirmed data channel cA and starts data
transmission. Neighboring nodes that overhear the RTS/CTS exchange
but do not share the same data channel with node A should defer only
for the duration of the control message transmission. The sender
listens to the data channel until an ACK is received or a timeout
occurs. Then, it switches to the common control channel. Similarly,
after sending the ACK message on the data channel, the receiving
node also switches back to the control channel.

In MMAC, because channel assignment information is piggy-
backed in routing control messages, it can propagate to nodes more
than one-hop away, whereas most channel selection schemes pro-
posed in MMAC protocols only consider nodes within each other’s
radio range. Because the channel selection is performed not on a
per-packet basis, but on a per-route setup basis, MMAC has less
computational overhead. In addition, MMAC has lower communica-
tion overhead than existing distributed channel assignment protocols
since all channel assignments are piggybacked onto routing control
messages. If applied properly, cross-layer design can yield very prac-
tical and efficient schemes.

In addition to the above described MAC protocols, there has been
a growing trend in designing routing protocols that are suitable for
multihop multichannel WMNs [25,28,32]. Traditional routing protocols
do not account for channel diversity and, thus, they cannot take full
advantage of the multiple channels available in a network. Due to the
multiple available channels, different radio links may experience vari-
ous interference and contention levels. A common approach is to
allow routing algorithms to take both hop count and channel diversity
into consideration, such that channel utilization is maximized and
the system performance is improved. This body of work still utilizes
the IEEE 802.11 MAC protocol, i.e., a single-channel MAC, instead of a
multichannel MAC protocol.

Raniwala and Chiueh [28] propose to utilize local traffic load infor-
mation to dynamically assign channels to different interfaces and to
route packets according to routing metrics such as path capacity. By
combining routing with intelligent channel assignment, the routing
algorithms can achieve a factor of 6 to 7 throughput improvement
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compared to a conventional single-channel scheme. Similar problems
have also been investigated by So and Vaidya [32] as well as Kyasanur
and Vaidya [25]. While So and Vaidya [32] study routing and channel
assignment with single-Network Interface Card (NIC) devices, Kyasa-
nur and Vaidya [25] propose a routing protocol that can work in general
multiradio WMNs.

In addition to utilizing different channel selection techniques,
existing MMAC protocols have different MAC techniques and hard-
ware requirements. Table 5.3 summarizes some important features of
existing MMAC protocols. There is no general rule as to which scheme
is better than another. Simpler schemes with reduced hardware
requirements are easy to implement, whereas complex schemes with
greater hardware requirements often yield better performance.

5.3.3 Contention-Free MAC Protocols for Synchronized
Mesh Networks

Currently, most of the current WMNs are based on 802.11 MAC or
its derivatives due to the asynchronous operation of mesh nodes.
However, if all mesh nodes are synchronized with each other, con-
tention-free MAC protocols can be used to improve the network
performance. One of the most popular contention-free MAC protocols
is defined in IEEE 802.16 [2], also called WiMax.

Table 5.3 Important Design Feature of Existing Algorithms

Protocols
Medium
Access

Channel
Selection

Hardware
Requirement

Dynamic channel
assignment (DCA) [39]

CSMA/CA Per packet 2 Transceivers

Multichannel MAC
(MMAC) [14]

CSMA/CA Per-route setup 1 or 2 Transceivers

Multichannel MAC
(MMAC) [31]

CSMA/CA Per beacon
interval

1 Transceiver
synchronization
required

Multichannel CSMA [18] CSMA/CA Per packet 1 Transmitter
multiple receivers

Receiver-initiated
channel-hop with dual
polling (RICH-DP) [36]

Channel
hopping

Hopping
sequence

1 Transceiver
synchronization
required

Slotted seeded channel
hopping (SSCH) [7]

Channel
hopping

Hopping
sequence

1 Transceiver
synchronization
required
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The 802.16 MAC protocol is designed to support point to multi-
point (PMP) and mesh network models. Utilizing TDMA and originally
proposed for licensed bands, the 802.16 MAC protocol tries to achieve
efficient use of channel bandwidth. The 802.16 MAC protocol is es-
sentially connection oriented. Upon entering the network, each sub-
scriber station (SS) creates one or more connections, identified by their
unique connection IDs (CIDs), over which their data are transmitted to
and from the base station (BS). The MAC layer schedules the usage of
the airlink resources and provides QoS differentiation. The 802.16
PHY allows the use of two different duplexing schemes: frequency
division duplex (FDD) and time division duplex (TDD). Time division
multiplexing (TDM) and TDMA are used for downlink data bursts,
while the uplink is shared among SSs in a TDMA fashion. Because
each downlink burst may contain data for several stations, each station
is required to recognize data packets with known CIDs. As illustrated
in Figure 5.11, the uplink period is divided into three different periods:
the initial maintenance opportunity, the request contention opportun-
ity, and the data grants period. A SS sends access bursts in the initial
maintenance opportunity to determine network delay and to request
power or profile changes. In the request contention opportunity, a SS
requests bandwidth in response to polling from BS. Because SSs need
to contend to transmit in both the initial maintenance opportunity and
the request contention opportunity, collisions may occur. After a SS is
granted bandwidth by the BS, it can transmit data bursts in the granted

Initial
maintenance
opportunity

Request
contention
opportunity

SS 1
scheduled
data

SS N
scheduled
data

SS transition gap

Access
burst

Access 
burst

Bandwidth
request

Collision Collision Bandwidth
request

Figure 5.11 The 802.16 uplink super frame structure.
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interval, during which collisions do not occur. Note that SSs can
request bandwidth in three different ways: (1) use the request conten-
tion opportunity upon being polled by the BS, (2) send a standalone
MAC message called the ‘‘bandwidth (BW) request’’ in an already-
granted time slot, or (3) piggyback a BW request message on a data
packet. Upon receiving the BW request, the BS can grant bandwidth
in one of two ways: (1) grant per SS (GPSS) or (2) grant per
connection (GPC).

Another major function of the 802.16 MAC layer is to perform link
adaptation and automatic repeat request (ARQ) functions to maintain
desired bit error rates (BERs) while maximizing the data throughput.
Transmission parameters, such as modulation and forward error cor-
rection (FEC) settings, can be modified on a frame-by-frame basis for
each SS. In addition, the 802.16 MAC layer performs both fragmenta-
tion of MAC service data units (SDUs) and packing of MAC SDUs to
utilize bandwidth more efficiently. Small SDUs are packed to fill up
airlink allocations and large SDUs are fragmented when they do not fit
into an airlink allocation.

Even though IEEE 802.11 is still the dominant technology in
WMNs, a few startup companies, such as Strix Systems, SkyPilot
Networks, and Kiyon, have announced plans to build WiMax or
WiMax-like mesh backhauls to achieve longer range and better net-
work performance. Additional research has also been conducted to
improve the performance of WiMax in WMNs. Examples include
applying interference-aware routing and scheduling in WiMax mesh
networks [38] and using concurrent transmissions for throughput
enhancement [35].

5.4 ADVANCED MAC FEATURES PROPOSED
BY THE 802.11 TGs Group

The original 802.11 MAC and recent MAC enhancements (e.g., 11e,
11i, and 11k) are designed primarily for one-hop wireless networks.
However, WMNs require the coordination and collaboration of mesh
APs over multiple hops. Therefore, new MAC features designed spe-
cifically for WMNs become necessary to improve the performance of
such networks.

Recently, an IEEE 802.11 task group (TGs) was formed to draft a
standard for wireless mesh networking. The first baseline draft of
802.11s supports the 802.11 DCF protocol and the 802.11e EDCA
protocol with several additional MAC features [5]. The three most
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important MAC features include an intramesh congestion control
scheme that seeks to relieve the congestion situations among wireless
mesh nodes; an optional multichannel MAC protocol, i.e., common
channel framework (CCF), which bears some resemblances to the
MMAC protocol; and an optional mesh deterministic access (MDA)
scheme that offers better QoS. The TGs group is currently working
vigorously to refine these initial proposals and to include more
advanced MAC features in the future.

5.4.1 Intramesh Congestion Control

With 802.11 MAC, each MP contends for the channel independ-
ently, without any regard for what is happening in the upstream or
downstream nodes. One of the consequences is that a sender with
backlogged traffic may rapidly inject many packets into the network,
which would result in local congestion for downstream nodes. In
wired networks and WLANs, one of the effective tools to combat
congestion has been end-to-end flow control implemented at the
higher layers of the network stack. For instance, the TCP sliding
window is the primary example for end-to-end flow control at the
transport layer.

However, a multihop wireless network, such as a WMN, cannot
simply rely on higher layer end-to-end flow control to solve the
congestion problem. First, most multimedia applications (video and
voice) utilize UDP that does not have any form of congestion control.
Figure 5.12 shows that data flows originating from source node 1, 2,
and 7 all share a common link, i.e., link 5–6. Without a proper
congestion control mechanism, this bottleneck link can easily be
overwhelmed. Congestion control for UDP may not be as critical in
a wired network because the wired network has much higher band-
width per link and each individual hop in the wired network is

3

1

2

4

5 6

7

High capacity link
Low capacity link
Flow

Figure 5.12 An illustration of the congestion problem in wireless mesh net-
works.
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isolated from other hops. However, the bandwidth of wireless net-
works is very limited and the neighboring hops in the WMN share the
same medium. Thus, how to schedule across these neighboring links
to maximize the network throughput becomes much more important
for WMNs. Secondly, recent studies have shown that TCP congestion
control does not work well across a multihop wireless network [12].
To mitigate the congestion problem, a hop-by-hop congestion control
mechanism that operates at the data link layer is described in the
802.11s standard draft.

To effectively control or avoid congestion in the network, each
mesh node monitors its local/neighborhood congestion condition so
that, when necessary, it can notify the neighborhood/upstream nodes
of congestion by transmitting a broadcast ‘‘neighborhood congestion
announcement’’ and/or a unicast ‘‘congestion control request.’’ The
standard does not mandate how to monitor and detect the congestion
situation and it is up to the implementors to decide what scheme
should be used. Two different monitoring and congestion detection
mechanisms are provided as example implementations, but imple-
mentors are free to design their own congestion detection schemes
as well. One way for detecting congestion is for each mesh node to
keep track of its own effective MAC transmission and receiving rate for
the packets to be forwarded (excluding the received packets destined
for this MP), and to monitor the backpressure, which is the difference
between the aggregate receive and transmit rates. The other suggested
method for congestion detection is based on queue size. If the queue
size is above a predefined upper threshold, the node informs its
previous hop neighbors by sending unicast signaling messages ‘‘con-
gestion control request messages’’ to each of its upstream nodes, so
that the upstream nodes can decrease their transmission rate to it
according to a local rate control mechanism. If the queue size is
between the predefined lower and upper thresholds, the node again
declares congestion, but this time, sends the unicast signaling
message congestion control request to each of the upstream nodes
with a certain probability.

The goal of rate control is to maintain near zero backpressure at
the local node. When the backpressure builds up significantly at the
local node, the node informs its previous hop nodes or neighbors so
that the recipient nodes can decrease their transmission rate according
to a local rate control mechanism. Upon receiving either congestion
control request or neighborhood congestion announcement message,
the receiving node needs to reduce its effective MAC transmission rate,
accordingly, by locally rate limiting its traffic. Again, the standard only
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provides two example local rate control mechanisms and gives the
implementors freedom to design their own local rate control mechan-
isms. The first example of the local rate control mechanism is based on
dynamically adjusting EDCA parameters depending on the congestion
condition in the node and/or the neighborhood. The EDCA param-
eters to be adjusted can be AIFSN, CWmin, or both. Use of such a
mechanism would be especially effective when the source of a con-
gestion-causing flow is a station (STA) associated with a MP. A MP
implementation may adjust the EDCA parameters for the basic service
set (BSS) to alleviate congestion due to traffic generated by associated
STAs. Thus, STAs do not require explicit knowledge of the congestion
control scheme. Another method of rate control, in response to a
congestion control request, is to utilize a shaper that includes a
traffic meter. The meter measures the temporal properties of a rate-
controlled AC traffic against the mean data rate of the congestion
control request message. If the packet is out-of-profile, the back-off
timer’s timeout does not activate a TXOP transmission. Otherwise the
back-off timer’s timeout activate a TXOP transmission.

5.4.2 Common Channel Framework

An optional common channel framework (CCF) is proposed to enable
the operation of single-radio devices in a multichannel environment.
The CCF assumes that each node is equipped with a single half-duplex
transceiver and nodes in the network or in the same cluster share a
common control channel. To legacy devices (STAs and AP) and MPs
that do not support the CCF, the common channel appears as any
other 802.11 channel and their operation remains unaffected. Using
the CCF, node pairs or clusters, select a different channel and switch to
that channel for a short period of time, after which they return to the
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Figure 5.13 Dynamic channel selection on the common control channel.
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common channel. During this time, nodes exchange one or more
DATA frames. The channel coordination itself is carried out on the
common channel by exchanging control frames or management
frames that carry information about the destination channel. In this
way, simultaneous transmission on multiple channels is achieved
which in turn results in increased aggregate throughput.

Within the CCF, multichannel operation of single-radio MPs is
facilitated by defining a channel coordination window (CCW) that is
repeated periodically. As shown in Figure 5.13, MPs are synchronized
to each other and utilize the common control channel to select an
available data channel. At the start of a CCW, CCF-enabled MPs tune to
the common channel and establish communication with each other. In
addition, at the start of CCW, the channel occupancy status is reset and
MPs can renegotiate channels. The CCW is repeated with a period P,
and the duration of CCW is usually a fraction of P. Once on the
common channel, an arbitrary MP can initiate transmission by
sending an request-to-switch (RTX) frame carrying information of
the destination data channel on which the communication can take
place. The destination MP accepts this request by transmitting a clear-
to-switch (CTX) frame carrying the same destination data channel. The
destination MP can also decline this request by sending a CTX mes-
sage with the destination channel index set to the common channel. If
the receiving MP accepts the RTX request, the MP pair switches to the
destination channel together. Once on the destination channel, the
transmitting MP performs a clear channel assessment (CCA) for
the duration of DIFS. If there are activities on the destination channel
(e.g., channel is assessed as BUSY during CCA), the transmitting MP
should mark the channel as unavailable and should not return to this
channel for a predefined period. If the channel is found clear, the
transmitting MP can send a DATA frame. If the receiving MP does not
receive the data frame or the transmitting MP does not receive an ACK,
they should switch back to the common control channel. After return-
ing to the common channel the transmitting MP initiates the back-off
procedure.

As a framework to facilitate multichannel operation, CCF defines
only procedures and the interfaces. Detailed algorithms, such as the
channel selection algorithm, are left for the implementors.

5.4.3 Mesh Deterministic Access

The MDA is an optional access method that allows MPs to access the
channel with lower contention than otherwise in selected periods.
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The goals are to utilize channel bandwidth more efficiently and to
provide better QoS for periodic traffic. The method sets up conten-
tion-free time periods called MDA opportunity (MDAOP) in mesh
neighborhoods where a number of MDA-supporting MPs may poten-
tially interfere with each other. For each MDAOP period, supporting
MPs are allowed to access the channel in a contention-free manner
using MDA access parameters (CWmin, CWmax, and AIFSN). To use the
MDA method for access, supporting MPs must synchronize to
each other.

MDAOP is a period of time within every Mesh DTIM interval that is
set up between a transmitter and a receiver. The setup of an MDAOP
set is initiated by the intended transmitter, and is accepted or rejected
by the intended receiver. Once accepted, the transmitter is referred to
as the owner of the MDAOP. The setup procedure for an MDAOP set is
as follows:

1. The MP that intends to be the transmitter in a new MDAOP set
builds a map of neighborhood MDAOP times in the Mesh DTIM
interval after hearing advertisements from all of its neighbors
that have MDA active. If no advertisement was heard from a
neighbor in the last dot11MDAdvertPeriodMax, the MP may
request the neighbor for MDAOP advertisement.

2. Based on its traffic characteristic, the transmitter then chooses
the MDAOP starting point and duration in the Mesh DTIM
interval that do not overlap with either its neighborhood
MDAOP times or the neighbor MDAOP interfering times of
the intended receiver. It also avoids using times that are
known to it as being used by itself or one of its neighbors for
other activities such as beacon transmissions.

3. Before utilizing the new MDAOP set, the transmitter verifies
that the new MDAOP set will not cause the mesh access fraction
(MAF) limit to be crossed for any of its neighbors. If the MAF
limit would be crossed for any of its neighbors, due to the
new MDAOP set, it suspends the setup process. If the MAF
limits at all neighbors are respected by the new MDAOP set, the
transmitter transmits an MDAOP setup request Information
Element (IE) to the intended receiver with the chosen
MDAOP location and duration.

4. The receiver of the MDAOP setup request IE checks to see if the
proposed MDAOP times have any overlap with its neighbor-
hood MDAOP times. The receiver also checks if the new
MDAOP set will cause the MAF limit to be crossed for any of
its neighbors. The MDAOP setup reply IE is used to reply to a
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setup request. The receiver rejects the setup request if there are
any overlaps of the requested MDAOP set with its neighbor-
hood MDAOP times, or other times that it knows are set to be
used by itself or its neighbors for activities such as beacon
transmissions. It may suggest alternate times by including the
optional field alternate suggested request IE in the MDAOP
setup reply element. The receiver also rejects the setup request
if the MAF limit of itself or any of its neighbors will be exceeded
due to the new setup.

5. If suitable, the receiver accepts the setup. After successful
setup, both the MDAOP owner (the transmitter) and the
receiver advertise the MDAOP set times in the transmit-receive
(TX-RX) times report field of the MDAOP advertisement IE.

Once the setup of an MDAOP is advertised, all MPs that hear these-
advertisements except the transmitter that set up the MDAOP are
required to not initiate any new transmission during the TXOP initi-
ated in the MDAOP. This can be done by setting their NAVs for the
duration of the MDAOP at the beginning of the MDAOP, or by using
enhanced carrier sensing (ECS) that achieves the same result. The
transmitter that sets up the MDAOP uses CSMA/CA and back-off to
obtain a TXOP as described in 802.11e and using parameters
MDACWmin, MDACWmax, and MDAIFSN. The ranges of values
allowed for MDACWmin, MDACWmax, and MDAIFSN parameters are
identical to that allowed for EDCA in 802.11e. If the MP successfully
captures an MDA TXOP before the end of its MDAOP, it may transmit
until the end of the MDAOP or until a time less than MDA TXOP limit
from the beginning of the MDA TXOP, whichever is earlier. The
retransmission rules for access in an MDAOP are the same as that of
EDCA in 802.11e. Specifically, if there is loss inferred during the MDA
TXOP, retransmissions require that a new TXOP be obtained using the
MDA access rules in the MDAOP. No MDA TXOPs may cross MDAOP
boundaries. If the MP intends to end the TXOP with enough time
before the end of the MDAOP, it is responsible for relinquishing the
remaining MDAOP time by using any of the methods that reduce NAV
as defined in 802.11e and 802.11-1999.

MDA provides an effective way to utilize channel and to provide
better QoS in a wireless mesh environment. However, further investi-
gations are needed to see how devices supporting MDA and 802.11
can coexist in the same radio vicinity.
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5.5 TRADE-OFFs AND CONSTRAINTS

Generally, different network environments may have different design
objectives. Even for the same design objective, there could be differ-
ent approaches, especially when it comes to the design of complex
protocols such as wireless MAC protocols.

For instance, for protocols supporting directional antennas, there
is a fundamental trade-off between spatial reuse and packet collisions.
Directional transmissions can reduce interference and increase the
spatial reuse. However, directional transmission and/or reception
reduce the reserved region, which introduces extra hidden nodes
and the deafness problem. Due to the increase in the number of
hidden nodes, the number of collisions increases, which reduces the
throughput. The negative impact of the deafness problem is even
more profound, leading to excessive packet drops, large delay vari-
ance, and unfairness in the network, which can significantly reduce
the network throughput. The existing MAC protocols designed to
support directional antennas seek to find a balance between spatial
reuse and an increased number of hidden nodes. However, this is not
a trivial task and future work is needed to further exploit the benefits
of directionality.

For multichannel MAC protocols, there is a trade-off between
hardware complexity and network capacity. Providing one node
with multiple NICs may achieve better performance and higher
channel utilization. For instance, Raniwala and Chineh [28] report a
factor of 6 to 7 improvement, while in some cases Kyasanur and
Vaidya [25] observe a factor of 8 improvement, compared to the
single-channel schemes. When the number of available transceivers
per node is less than the number of available channels, network
capacity degrades in many scenarios [24]. However, small mobile
devices may not have multiple NICs due to high-cost and high-
power consumption. Furthermore, multiple NICs that can transmit
and receive simultaneously on the same device can generate nonne-
gligible interference to each other, to the extent that transmission on
one channel typically precludes simultaneous reception on any
nearby channel. So far, little work has been done on modeling inter-
channel interference generated by multiple transceivers that are on the
same device. Additionally, equipping a device with multiple transceivers
can dramatically increase the hardware cost.

Another design trade-off is between system performance and con-
trol overhead, which includes communication, computation, and
storage overhead. Protocols that are more complex can sometimes
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achieve better performance. However, if the communication overhead
becomes too high, it can degrade performance. For example, if too
many control messages are sent in the network or the size of control
messages becomes too large, these control messages may consume a
significant portion of network capacity, which may result in reduced
data throughput and increased delay. Furthermore, high-computation
overhead may drain more power and take more processor time, while
high-storage overhead requires more allocated memory. Thus, proto-
col performance and complexity is another important trade-off that
needs to be considered in the design process. Other design trade-offs
may be involved with compatibility with legacy systems such as IEEE
802.11 networks, scalability, and so on. For instance, due to the
widespread popularity of IEEE 802.11 networks, a MAC protocol that
is compatible with IEEE 802.11 might be adopted more easily.

By and large, even though some general design guidelines should
be carefully followed, there is no ‘‘one-size-fits-all’’ solution that can
meet all design requirements. Furthermore, different design objectives
may need to be addressed in different scenarios. For example, in
sensor networks, energy saving may be even more important than
improving throughput.

5.6 CONCLUSIONS AND FUTURE DIRECTIONS

Even though wireless MAC protocols have been extensively studied
since the 1970s, advanced MAC protocols suitable for WMNs did not
gain much attention until recently. Such MAC design, however, is a
challenging task due to the ad hoc nature of WMNs.

In this chapter, we presented the design objectives and technical
challenges for effective MAC protocols in WMNs. Moreover, we clas-
sified and reviewed existing MAC protocols, and discussed several
trade-offs and constraints in MAC design. There is no general solution
that can meet all design requirements, so different design objectives
must be emphasized in different scenarios.

Due to the multihop and ad hoc nature of WMNs, supporting
directional antennas is not an easy task and most existing designs
tend to be complex. In the future, simple and more efficient MAC
protocols may be built assuming a simplified mesh architecture or
multiradio support at each node. Another important future direction is
the capacity of wireless networks that utilize directional antennas or
multiple channels. There is some initial work on the capacity of
multichannel wireless networks, assuming nodes are equipped with
multiple NICs [24]. The performance of the IEEE 802.11 MAC has been
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a subject of research for years [10]. However, little work has been done
in terms of theoretical modeling and analysis of MAC protocols utiliz-
ing directional antennas or MMAC protocols. Such analysis is import-
ant for studying the performance limits and for providing useful
insights that can guide the design of practical and effective MAC
protocols. The IEEE 802.16 MAC protocol utilizes TDMA and is
designed to achieve more efficient bandwidth utilization than conten-
tion-based protocols. However, TDMA also has its inherent weak-
nesses. Because data traffic is highly bursty, MPs may have to invoke
the scheduling algorithm frequently, which has a high computational
burden. Furthermore, when the 802.16 MAC operates in the connec-
tion-oriented mode, setting up and tearing down connections incur
overhead. In addition, further research is still needed to better under-
stand the performance of WiMax in a multihop mesh networks.

This chapter also covers the three most important MAC features
included in the first 802.11s standard draft. Within the 802.11 TG
standards group, advanced MAC features that improve network per-
formance yet are backward compatible with 802.11 devices are still
under discussion. It is expected that, in the future, these MAC features
will be further refined and more advanced MAC features will be
included in the standard to improve the performance and to enhance
the functionality of WMNs.
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The potential of wireless mesh networking cannot be exploited
without considering and adequately addressing the involved security
issues. This chapter describes the security issues relevant for wireless
mesh networking and corresponding solutions. Section 6.1 starts with
a brief summary of relevant IT security technology, describing security
services and security building blocks. The security objectives of a
wireless mesh network (WMN) depend to a large degree on their
usage scenario, i.e., how it is employed (administrative domains,
and infrastructure integration). Section 6.2 describes relevant usage
scenarios and the respective security requirements. Section 6.3
explains the security technology developed specifically for WMNs.
Section 6.4 describes concrete commercial and research security pro-
posals and Section 6.5 concludes with a summary of open issues.

6.1 SECURITY TECHNOLOGY OVERVIEW

This section gives a short overview of basic security technology that is
relevant for WMNs. After describing security services and cryptographic
algorithms, commonly used security technology is summarized.

WMN is exposed to the same basic threats common for both wired
and wireless networks: messages can be intercepted, modified,
delayed, replayed, or new messages can be inserted. A network and
provided resources could be accessed without authorization, and they
could be made unavailable by denial of service (DOS) attacks.

Generic security services defeating these threats are:

& Confidentiality: Data is only revealed to the intended audience.
& Integrity: Data cannot be modified without being detected.
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& Authentication: An entity has in fact the identity it claims to
have.

& Access Control: Ensures that only authorized actions can be
performed.

& Nonrepudiation: Protects against entities participating in a
communication exchange can later falsely deny that the
exchange occurred.

& Availability: Ensures that authorized actions can in fact take
place.

Further security services are user privacy (anonymity, pseudonym-
ity, user profiling, and tracing), traffic flow confidentiality (which
entities are communicating), or even protection of the fact that com-
munication is taking place.

The protection of communication traffic involves confidentiality
(encryption), authentication of communication partners, as well as
protecting the integrity and authenticity of exchanged messages.
Integrity protection refers not only to the integrity of a single message,
but also to the correct ordering of related messages (replay, reorder-
ing, or deletion of messages). This section describes well-known
technology for protecting communication traffic. These technologies
can also be used within a mesh network to authenticate mesh nodes
(MNs) and to establish session keys that protect the confidentiality and
integrity of traffic exchanged between MNs.

Communication traffic can be protected at different layers (link
layer, network layer, transport layer, by application): especially wire-
less systems (GSM, UMTS, DECT, IEEE 802.11 WLAN, Bluetooth,
802.16 WiMax) include means to protect the wireless link. These use
different frame encapsulation schemes, different authentication proto-
cols, and different cryptographic algorithms.

Wireless local area network (WLAN) based on IEEE 802.11i (Wi-Fi
Protected Access: WPA, WPA2) supports two security modes [19]:
either a shared key is configured on the WLAN devices (preshared
key [PSK]), which is often used in home networks, or the users can be
authenticated against an authentication server (AAA server). For this
purpose, the extensible authentication protocol (EAP) is used [1]. The
actual authentication takes place between the mobile station (MS) and
the AAA server using EAP (see Figure 6.1). The EAP is transported
between the MS and the access point (AP) using EAPOL, and between
the AP and the AAA server by the RADIUS protocol. If successful, a
master session key (MSK) is derived, which is sent from the authenti-
cation server (AS) to the WLAN AP. It is used as input to the WLAN
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4-way handshake protocol that establishes a temporal session key for
protecting the wireless link. This key is actually used for protecting the
user traffic, using either temporal key integrity protocol ([TKIP],
part of WPA) or AES-based CCMP (CTR with CBC-MAC protocol, part
of WPA2). Various EAP methods exist for an authentication based on
digital certificates (e.g., EAP-TLS), passwords (e.g., EAP-MSChapV2),
or reusing mobile network authentication protocols (e.g., EAP-SIM,
EAP-AKA). The EAP-based WLAN access is used in particular for
enterprise networks and public hot-spots where a user data base is
available.

The communication traffic can also be protected above the link
layer. IPsec protects IP traffic at the network (IP) layer. The IPsec
architecture specifies two security protocols: encapsulation security
payload (ESP) and authentication header (AH). In the case of ESP, it is
possible to either encapsulate only the payload of an IP packet (trans-
port mode) or the entire IP packet (tunnel mode). An IPsec security
association (SA) defines the cryptographic keys and algorithms to use.
A SA is identified by a triple consisting of a destination IP address, a
protocol (AH or ESP) identifier, and a security parameter index.

MS WLAN AP AAA server

EAP authentication

Success, MSK

4-Way handshake

Protected communication

Figure 6.1 EAP-based WLAN access.
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This unidirectional SA can be configured explicitly, or it can be estab-
lished dynamially, e.g., by the Internet key exchange (IKEv2) protocol
[22]. A common application of IPsec are virtual private networks
(VPN) to securely access a company Intranet. Communication traffic
can be protected at the transport layer using the Transport Layer
Security (TLS) protocol [9], which is based on and is very similar to
the Secure Socket Layer (SSL). Its main application is for protecting
HTTP over TLS/SSL (https), but it may also be used as a standalone
protocol. The TLS/SSL protocols include authentication and key es-
tablishment based on digital certificates. Recently, support for pre-
shared keys (PSK-TLS) was also introduced [10]. It is also possible to
protect traffic at higher layers. This allows to perform application-
specific security operations. For example, e-mails can be encrypted
(confidentiality protection) and/or signed (authentication, integrity,
and nonrepudiation of origin) using S/MIME or PGP.

More information on applied cryptography can be found, e.g., in
Menezes et al. [29] and Schneier [42].

6.2 MESH USAGE SCENARIOS

Security objectives and appropriate security measures largely depend
on the environment/scenario in which WMN is used. Analysis of the
security issues, relevant threats, and development of a suitable secur-
ity architecture are possible only with respect to a specific application
domain of mesh networks. This can easily be seen when considering
different usage scenarios for mesh network technology: e.g., a military
mesh network where even traffic flow must be kept confidential, a
personal area mesh network where all nodes belong to a single
person, an operator-controlled mesh network where the nodes con-
stituting the mesh network are under a single administrative control, a
mesh network of a small set of mutually trusting users, or a mesh
network with users who do not trust or even know each other. It may
also be necessary to distinguish different types of nodes, e.g., nodes
under user control, infrastructure nodes provided to improve network
coverage, or nodes that act as gateways (GW) to other networks. It
may be that only some nodes are allowed to participate in maintaining
routing information or in forwarding packets/frames. Perhaps nodes
differ in their capabilities with respect to user interface, processing
power, memory, and battery capacity.

Figure 6.2 shows relevant entities of WMN that are constituted of
MNs. These may be dedicated MNs, i.e., nodes that fulfill only mesh-
related tasks of routing and forwarding of user traffic, or user nodes
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(MUN) that also perform mesh-related tasks. There may also exist pure
user nodes (UNs) that make use of the communication service pro-
vided by the mesh network, but are not part of the mesh network
itself, i.e., they do not participate in the mesh routing. Connectivity
with an infrastructure network is provided by a GW. Although shown
as separate entity in the figure, it may be integrated with an MN that
happens to have also a wired connection. In the general case, more
than one GW may be deployed. Shown is also a AAA server (authen-
tication, authorization, and accounting) that holds entries for the
different entities (i.e., for users and optionally also for MNs). The
AAA server is used during network access to authenticate users/
nodes so that only authorized ones are accepted. The AAA server
assigns authorization policies for the different entities defining their
role (assigned permissions), and it may be used for accounting.

Ad hoc mesh networks can be classified in managed and open
networks [32]: in a managed or closed ad hoc network, a central,
commonly trusted authority exists. Only authenticated, known
nodes are accepted to join an ad hoc mesh network. In an open ad
hoc mesh network, however, any node may participate. Security relies
on giving incentives for cooperation, reputation schemes, and robust-
ness to misbehaving behavior. Considering a possible integration of
ad hoc mesh networks with an infrastructure network, and the possi-
bility to set up wireless MNs separately, from end-user nodes leads to
a large number of relevant usage scenarios with partially different
security requirements. These are relevant for mesh networks, as—in

Mesh nodes

MN
MN GW

AAA server

Infrastructure
network

UN UN

MUNMUN

Figure 6.2 Mesh network scenario.
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contrast to pure MANET-like ad hoc networks—many proposals are
built on dedicated meshed nodes that provide UN with access to an
infrastructure network.

Factors distinguishing the usage scenarios are

& Administrative Domains: Do the nodes forming the mesh net-
work belong to a single administrative domain or multiple
administrative domains? Within a single administrative
domain, the MNs can be assumed to be well behaving. With
MNs belonging to multiple cooperating administrative
domains, some MNs may show malicious behavior (by error
or intention).

& Node Roles: Are UNs and MNs distinguished, or are they similar?
This means whether user devices participate in the mesh rout-
ing, or only dedicated MNs, e.g., meshed APs, participate in the
mesh networking, providing their service transparently to
users.

& User Classes: Different user classes may have to be handled
differently by the mesh network. For example, when the
same mesh network is used for public access and public safety
application, the traffic within the mesh network has to be kept
separated.

& Self-Contained or Integrated: A mesh network may be self-
contained, or it may extend an infrastructure network. When
it is integrated with an infrastructure network, often a trusted
party will exist that can provide also a security infrastructure.

The following sections describe relevant usage scenarios and their
respective relevant security requirements, giving an overall view of
mesh network system. General issues like governance on setup and
management procedures or administration are not considered.

6.2.1 Single Administrative Domain

From a security perspective, the simplest case is a self-contained mesh
network where all nodes belong to a single administrative domain.
Practical use cases are a single meshed home network, or a closed set
of MNs of a public safety unit.

The security objective can be summarized as ‘‘keep the outsiders
out.’’ This requires some cryptographic credentials that allows an MN
to authenticate another node as the one belonging to its own admin-
istrative domain. In the simplest case, this may be a shared key that the
MNs have configured (like a pre-shared key in WLAN home network).
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For larger node sets, a more scalable approach is to rely on node
certificates that are verified by neighbor nodes.

If a dedicated AS is available within the mesh network, an alter-
native approach is to use it for MN authentication and key establish-
ment. Similarly for WLAN user access, it would verify for MNs the node
credentials and provide cryptographic keys for communicating with
other MNs.

6.2.2 Network Infrastructure Extension

A mesh network may be set up specifically as an extension of an
infrastructure network. The MNs are operated by a single entity, i.e.,
they belong to a single administrative domain. This may be the same
as that of the infrastructure network, or a separate one when the mesh
multihop extension is operated by a separate mesh operator. In the
latter case, the compensation of the mesh operator is an important
factor. The mesh network is used by end users to access the infra-
structure network, but the end users are not part of the administrative
domain of the MNs. The same access restrictions apply as for direct
access to the infrastructure network. So the UN may only use the
communication services provided by the mesh network for accessing
the infrastructure network, but without participating in the mesh
network itself. Within the mesh extension, it has to be ensured that
only authorized MNs are included in the mesh extension. The com-
munication within the mesh extension (backhaul security) has to be
secured.

The security objectives can therefore be distinguished in security
of infrastructure network access by end users, and security within the
mesh extension (backhaul) itself. Possibly, the traffic of users belong-
ing to different groups may be required to be handled separately. This
may be the case when a single mesh extension is used for different
purposes, e.g., to access a public safety network and for public
Internet access. Depending on the trust relationships between the
mesh extension and the end users, the user traffic can be protected
hop-by-hop within the mesh extension, or a cryptographic tunneled
may be established through the mesh extension toward a GW located
in the infrastructure network.

Typical use cases are meshed WLAN APs (wireless distribution
system): some of the APs are connected to a fixed infrastructure
network. The APs build a mesh between them to provide connectivity
with the infrastructure network for all APs. The APs are used by
users. For the users, no difference exists from a security perspective
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between an AP with a direct connection to the infrastructure network
and an AP that is connected through other APs to the infrastructure
network.

6.2.3 Mesh Federation

In the case of mesh federation, the MNs forming a mesh network
belong to different administrative domains (operators). So MNs
belonging to different, known domains are configured to form a
common mesh network. So federation takes place under control of
the involved operators. The degree of federation can vary. It may be a
full integration where all network functions including routing are
integrated. Or it may rather be a cooperation where each of the two
domains operates independently on its own, but cooperates in a
controlled way with the other domain, exchanging, e.g., network
status information and providing connectivity. The security require-
ments depend on the choice how close the federation shall be: in a full
integration, the situation is similar as described in Section 6.2.2 in a
controlled federation, the MNs have to distinguish to which domain an
MN belongs to and apply appropriate policies. The security objectives
for the end UNs are the same as described in Section 6.2.2.

An example scenario is where MNs were deployed initially inde-
pendently by a provider for public Internet access and by a public
safety organization. To safe costs and increase coverage, these two
operators may decide to couple (federate) their originally separated
mesh networks for their mutual benefit.

6.2.4 Community Mesh

From a security perspective, the most challenging usage scenario is a
community mesh. It consists of end-user devices where ‘‘anybody’’
may be an end user (pure ad hoc case), i.e., nodes in the general case
are not knowing or even trusting each other.

In this case, security cannot rely on administratively set restrictions
allowing to identify ‘‘trusted’’ entities. Approaches known from
pure ad hoc networks are applicable as incentives for cooperation,
and measures increasing attack robustness against malicious behavior
(detection and isolation of malicious nodes, reputation-based
schemes). One issue of these measures is that future behavior may
be different from the previous one (a node that has earned a good
reputation might show malicious behavior in the future), the behavior
may be different with respect to the affected nodes (a node may

Yan Zhang / Wireless Mesh Networking AU7399_C006 Final Proof page 191 23.10.2006 1:15pm

Security in Wireless Mesh Networks & 191



behave well to one node, but maliciously toward another), and that it
may be easy to obtain identities (so that, once a bad reputation has
been obtained, a node can start again with a new, neutral identity; a
single attacker may obtain many identities and state mutually a good
reputation for these identities).

6.3 MESH SECURITY ISSUES

WMNs aim to diversify the capabilities of ad hoc networks. On the one
hand, ad hoc networks can actually be considered as a subset of
WMNs. They share common features, such as multihop, wireless,
dynamic topology, and dynamic membership. On the otherhand,
mesh may have wireless infrastructure/backbone and have less mo-
bility. The existing security schemes proposed for ad hoc networks
can be adopted for WMNs. However, most of the security solutions for
ad hoc networks are still not mature enough to be implemented
practically. Moreover, the different network architectures between
WMNs and ad hoc networks may render a solution for ad hoc
networks ineffective in WMNs [2,12].

In this section, security challenges and attacks for mesh networks
are identified. Authentication, secure MAC secure routing, key man-
agement, communication security and intrusion detection technolo-
gies are discussed in detail.

6.3.1 Security Challenges

The security challenges of WMNs are rooted from their topology
features. By analyzing the characteristics of WMNs and comparing
them with other networking technologies [41], the authors show that
the new security challenges are mainly due to the multihop wireless
communications and by the fact that the nodes are not physically
protected.

Multihopping is indispensable for WMNs to extend the coverage of
current wireless networks and to provide non-line-of-sight (NLOS)
connectivity among users [2]. Multihopping delays the detection and
treatment of the attacks, makes routing a critical network service and
may lead to severe unfairness between the nodes [41]. In addition,
nodes rely on each other to communicate, and thus the cooperation of
node is indispensable.

While the use of wireless links renders a mesh network susceptible
to attacks, the physical exposure of the nodes allows an adversary to
capture, clone, or tamper with these devices.
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Other specific challenges for WMNs include:

& WMN may be dynamic because of changes in both its topology
and its membership (i.e., nodes frequently join and leave the
network). Any security with a static configuration would not
suffice.

& In WMNs, mesh routers and mesh clients hold significantly
different characteristics such as mobility and power constraints.
As a result, the same security solution may not work for both
mesh routers and mesh clients.

& There are also issues introduced by MN belonging to different
authorities, such as selfish and greedy behavior, and trust man-
agement.

6.3.2 Overview of Potential Attacks to WMNs

There are two sources of threats to WMNs. First, external attackers not
belonging to the mesh network may jam the communication or inject
erroneous information. Second, more severe threats come from
internal compromised nodes, since internal attacks are not as easy to
prevent as external ones.

The attack can be rational, i.e., the adversary misbehaves only if
misbehaving is beneficial in terms of price, obtained quality of service
or resource saving; otherwise it is malicious [41].

Passive and active attacks can be distinguished. Passive attacks
intend to steal information and to eavesdrop on the communication
within the network. In active attacks, the attacker modifies and injects
packets into the network.

Furthermore, attacks might target various protocol layers. At the
physical layer, an attacker may jam the transmissions of wireless
antennas or simply destroy the hardware of a certain node. Such
attacks may be easily detected and located and are not discussed
in detail. At the MAC layer, an attacker may abuse the fairness of
medium access by sending mass MAC control and data packets or
impersonate a legal node. An attacker could also exploit the protocols
of the network layer. One type of attacks is to intimate knowledge of
the routing mechanisms. Another type is packet forwarding, i.e., the
attacker may not change routing tables, but the packets on the routing
path may be led to a different destination that is not consistent with
the routing protocol. Moreover, the attacker may sneak into the net-
work, and impersonate a legitimate node and does not follow the
required specifications of a routing protocol. At the application layer,
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an attacker could inject false or fake information, thus undermining
the integrity of the application.

Attack types are summarized for ad hoc networks, which are also
applicable to WMNs [6]:

& Impersonation: Impersonation is an attack in which an adver-
sary attempts to assume the identity of a legitimate node in the
mesh network. If the adversary spoofs a legitimate UN, the
adversary may gain disallowed access to the network or
receive messages intended for the spoofed node. If the adver-
sary spoofs an MN, then legitimate UN or MNs may be attacked
and controlled by the adversary, causing worse problems than
the former case does. Consider the following scenario in which
a compromised AP in an 802.11 mesh network pretends to
behave normally and as required by 802.11i obtains the pair-
wise master keys (PMKs) of connected wireless stations (WSs).
Normally a WS and an AP have the option to cache the PMK for
a period of time. With this information, the AP can dupe the
WSs and get authenticated using the stored PMK. The com-
promised AP can thus gain control over this WS by connecting
it to an adversary network.

& Sinkhole Attack: A sinkhole attack is launched when a mali-
cious MN (either a compromised or an adversary impersonating
a legitimate node) convinces neighboring nodes that it is the
‘‘logical’’ next hop for forwarding packets. The malicious node
then arbitrarily drops the packets forwarded by neighboring
nodes. This attack also has the potential to strand large areas of
the mesh network that are geographically distant from the
malicious node by pulling messages from their intended paths.

& Wormhole Attack: A wormhole attack attempts to convince
nodes to use a malicious path through legitimate means. An
adversary with fast forwarding capabilities can quickly forward
a message through a low latency link. Fast forwarding
is accomplished through the collusion of multiple units with
fast out-of-band communication or a strongly powered
device with a larger range of communication positioned
between the base station and its target nodes. Once the target
nodes are convinced that the adversary node is on a ‘‘better’’
path to the base station, all communications of the target
nodes are attracted to the adversary node. An adversary can
selectively forward packets in an effort to disrupt the mesh
network.
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& Selfish and Greedy Behavior Attack: A node increases its
own share of the common transmission resource by failing to
adhere to the network protocols or by tampering with their
wireless interface.

& Sybil Attack: In a Sybil attack, a malicious node pretends the
identity of several nodes, by doing so undermining the effect-
iveness of fault-tolerance schemes, such as the redundancy of
many routing protocols. Sybil attacks also pose a significant
threat to geographic routing protocols. Location aware routing
often requires nodes to exchange coordinate information with
their neighbors to efficiently route geographically addressed
packets. By using the Sybil attack, an adversary can act in
more than one place at the same time.

& Sleep Deprivation: Sleep deprivation attacks are to request ser-
vices from a certain node, over and over again, so it cannot go
into an idle or power preserving state, thus depriving it of its
sleep and exhausting its battery.

& DoS and Flooding: DoS attacks can be caused by flooding, i.e.,
overloading nodes. More advanced DoS attacks are based on
intelligently tampering protocol messages. For example, sink-
holes are one of the major ways to initiate selective forwarding
or nonforwarding of messages.

6.3.3 Authentication

Authentication is a significant issue in WMNs. On the one hand, we do
not want to allow unauthorized users to get free connection through
the network. On the other hand, we do not want to allow an adversary
to sneak into the network and disrupt the normal operation of the
network. However, authentication in WMNs is hard to provide
because of the open nature of wireless communication: an adversary
can easily eavesdrop messages exchanged in the network and inject
messages (fabricated or replayed) into the channel.

Generally, there are two common approaches used to provide
authentication to WMNs. The first approach is PSK authentication in
which a key previously shared between two or more nodes is used to
prove one nodes identity to other nodes. There are two possibilities
for the shared key: pair-wise key and group key. A pair-wise key is
shared between two nodes, either between a UN and the AS or
between two neighboring MNs. A group key is shared among all
members belonging to the same group. In both cases, a PSK should
be renewed after a certain period of time to thwart statistical attacks by
an adversary. The second approach is certificate authentication in
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which a user is required to show an MN the certificate that contains the
users public key verified and signed by a trusted certificate authority
(CA) to prove its identity. Normally, each legitimate user is issued a
certificate from the CA of its domain. However, the user may some-
times roam to other domains. How to enable the authentication across
different domains is an issue that needs to be considered.

Moreover, since one of the biggest benefits offered by WMNs is the
support of user node mobility, we have to provide authentication to
roaming UNs. For a roaming node, continuous discovery is needed to
discover neighbors that are currently in communication range. When
a new neighbor is found, mutual authentication should be performed
between the two nodes. However, if this node moves back to the
range of a previous neighbor, it is necessary to perform re-authenti-
cation to prevent an adversary from taking advantage of the gap
between the last association and the current association with this
neighbor to launch an impersonation attack.

Most of the authentication schemes discussed above focus on the
authentication of UNs, but address little about the authentication of
MNs. Such neglect may render the network vulnerable to the afore-
mentioned impersonation attacks, sinkhole attacks, and wormhole
attacks. To counter these attacks, it is necessary to provide authentica-
tion for UNs to authenticate MNs or for one MN to authenticate another.
On the other hand, it is important to be mindful of the overhead caused
by authentication because wireless user or MNs are often constrained
by limited battery, computing power, or memory space. Two specific
authentication protocols usable within mesh networks, the ‘‘Wireless
Dual Authentication Protocol’’ (WDAP) [53] and the ‘‘Secure Unicast
Messaging Protocol’’ (SUMP) [21] are described in Section 6.4.2.

6.3.4 Secure MAC Layer

Since IEEE 802.11 MAC, i.e., CSMA/CA with RTS/CTS (request-
to-send/clear-to-send), is a widely accepted radio technique for
WMNs [2], most of the following discussions are focused on IEEE
802.11 MAC.

For ad hoc mesh network, IEEE 802.11 uses the distributed coord-
ination function (DCF) mode to schedule the wireless resource, which
is based on the exchange of RTS–CTS control messages. The RTS–CTS
exchange can avoid hidden terminal problem. A source node sends
RTS message to apply for transmission, and a destination sends a CTS
message if it is able to receive the message. Any node overhearing a
CTS cannot transmit for the duration of the transfer. A source node
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senses the channel and backs off in accordance to the binary expo-
nential back-off scheme if the channel is unavailable. The binary
exponential scheme favors the last winner amongst the contending
nodes. That means, nodes that are heavily loaded tend to capture the
channel by continually transmitting data thereby causing lightly
loaded neighbors to back off again and again [14]. This leads to the
capture effect that brings the problem of unfairness. The capture effect
may be exploited to launch a DoS attack by injecting a large amount of
packets in the network. Those selfish nodes can drop packets to save
its own energy and those greedy nodes can disobey the protocol
specification to obtain a higher throughput than the other honest
nodes.

Specific attacks targeting MAC layer may take the following forms:

& Flooding Attack: An attacker sends a lot of MAC control mes-
sages or data packets to its neighbor nodes. The victim node
may suffer from DoS because of the unfair nature of medium
access. This attack also exhausts the victim node’s battery. And
the channel bandwidth resource may be exhausted as well.

& Jamming Attack: A MAC layer attacker may prevent a node
from accessing the channel by jamming the RTS signal. This is a
kind of effective DoS attack to the destination node. The attack
may degrade the performance of wireless network much more
due to the cascade effect caused by the random back-off algo-
rithm [33].

& Sleep Deprivation Attack: A misbehaving node intentionally
selects one neighboring node to relay spurious data. The
intention of this attack is to drain battery power and computa-
tional power of the victim node.

& Packet Dropping Attack: A malicious node can refuse to take its
own responsibility, e.g., not relaying packets, or selective drop-
ping the received packet. This action may affect the perform-
ance of the wireless network, even makes some victim nodes
undergo DoS.

All the attacks could be categorized to selfish and greedy behaviors
that disobey protocol specifications for selfish gains, and DOS attacks.
The main countermeasures are listed.

6.3.4.1 Countermeasures to Selfish Misbehavior
The problem of selfish behavior in multihop wireless networks is
studied and a solution called ‘‘Catch’’ is proposed [27]. It assumes
that most of the nodes are honest and cooperative. They collectively
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prevent a minority of selfish nodes from malicious action, e.g., packet
dropping. In game theory parlance, Catch assures that cooperation is
an evolutionarily stable strategy. The scheme uses anonymous mes-
sages, in which the identity of the sender is hidden, to tackle two
critical problems. First, Catch allows a cooperative node to determine
whether its neighbors are selfish nodes, i.e., dropping packets that
should be relayed. Second, it makes the cooperative neighbors of a
selfish node to disconnect it from the rest of the network.

6.3.4.2 Countermeasures to Greedy Misbehavior
Kyasanur and Vaidya [25] made a detection and correction proposal
that modifies 802.11 for facilitating the detection of misbehaving
nodes. The main idea is to let the receiver assign the back-off value
to be used by the sender, so the former can detect any misbehavior of
the latter and penalize it by increasing the back-off value.

A similar idea is proposed as a scheme ‘‘DOMINO’’ to solve the
problem of a greedy sender in IEEE 802.11 wireless local network,
with a possible extension to multihop wireless networks, based on a
reciprocal monitoring of sender and receiver [39]. The solution en-
trusts the receiver with the task of calculating the back-off value.
Instead of the sender choosing random back-off values to initialize
the back-off counter, the receiver selects a random back-off value and
sends it to the sender in the CTS and ACK packets. The sender is
requested to use this assigned back-off value in the next transmission
to the receiver. In this way, a receiver can observe the number of idle
slots between consecutive transmissions from the sender and identify
the senders waiting for less than the assigned back off.

Konorski [23] gave a misbehavior-resilient back-off algorithm
based on game theory, which assumes that all nodes can hear each
other. This method also requires modification of the current MAC
protocol.

6.3.4.3 Countermeasures to MAC-Layer DoS Attacks
Two kinds of DoS attacks may be launched to mesh networks, as
described in [55]. One kind is single adversary attack. A single adver-
sary intrudes into a mesh network and sends enormous flows to legiti-
mate nodes and hence drain the energy of legitimate nodes as well as
significantly degrade the performance of network communication.
The second kind of attack exploits the unfairness possible with IEEE
802.11. Two colluding adversaries may send enormous data flows
directly to each other, and hence exhaust the network bandwidth in
their vicinity which is named as a colluding adversaries attack.
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There are several ways to resist MAC-layer DoS attacks:

& Fair MAC Protocol: A perfectly Fair MAC (FAIRMAC) [14] is
employed to prevent some of the DoS attacks. The simulated
results show that the fair protocol can improve the performance
of a wireless network on DoS, which can be applied to mesh
network. With this fair protocol, the legitimate traffic flow will
not be entirely suppressed even though the network through-
put would degrade to some extent.

& Protecting Traffic Flow: With protecting traffic flow strategy,
some colluding DoS attacks may be mitigated. In fact, it is hard
to attack multiple traffic flows at the same time when there are
only two colluding nodes. In other words, once multiple paths
exist in the network, the legitimate traffic flow can be pro-
tected.

& Distance Adjustment: When the distance between a sender and
a receiver is beyond a certain threshold, interference attacks
could be launched. In this case, attacks can be avoided by
moving sender and receiver close to each other.

6.3.5 Secure Routing

Most routing protocols for mesh networks are cooperative and rely on
implicit ‘‘trust your neighbor’’ relationships [50]. Malicious nodes can
easily paralyze a network by inserting erroneous routing updates,
replaying or changing routing updates, or advertising incorrect rout-
ing information [50]. Some specific threats relevant for ad hoc mesh
routing functionality are [26]:

& Eavesdropping: An attacker tries to discover information by
listening to network traffic. Routing data can reveal information
about the relation and location of the nodes, and about the
network topology in general.

& Sinkhole, Wormhole: In the attack, a malicious node uses the
routing protocol to advertise itself as having the shortest path to
the node whose packets it wants to intercept. Then the mali-
cious can choose to drop the packets to perform a DoS attack
(black hole), or selectively forward the packets (gray hole), or
alternatively use its place on the route as the first step in a man-
in-the-middle attack.

& Routing Table Overflow: In a routing table overflow attack the
attacker attempts to create routes to nonexistent nodes. The
goal is to create enough routes to prevent new routes from
being created or to overwhelm the protocol implementation.
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& Rushing Attack: A rushing attack is an effective Dos attack
against on-demand routing protocols [18]. To limit the over-
head of Route Request (RREQ) flood, each node typically
forwards only the first RREQ originating from any route discov-
ery. Utilizing this property, an attacker that forwards RREQs
more quickly than legitimate nodes can do so, can increase the
probability that routes including the attacker will be discovered
rather than other valid routes.

& Sleep Deprivation: The sleep deprivation attack is briefly intro-
duced in [44]. Usually, this attack is practical only in mesh
networks where battery life is a critical parameter. An attacker
can attempt to consume batteries by requesting routes, or by
sending unnecessary packets to the victim node using, e.g., a
black hole attack. Although when a device does not offer
services at all or offer services only to some authorized peers,
it must nevertheless participate in the routing process and
spend battery power for that purpose.

& Location Disclosure: A location disclosure attack reveals
information about the location of nodes or about the structure
of the network.

Lundberg [26] mentions the following criteria that a secure ad hoc
mesh routing protocol should fulfill:

& Certain Discovery: If a route between two points in a network
exists, it should always be possible to find it. Also, the node that
requested the route should be able to be sure to find a route to
the correct node.

& Isolation: The protocol should be able to identify misbehaving
nodes and make them unable to interfere with routing. Alterna-
tively, the routing protocol should be designed to be immune
to malicious nodes.

& Lightweight Computations: Devices connected to a mesh net-
work may be battery powered with limited computational abil-
ities, restricting the possibility to carry out expensive
computations.

& Location Privacy: The information carried in message headers,
which are not encrypted, may be as valuable as the message
itself. The routing protocol should protect information about
the location of nodes in a network and the network structure.

& Self-Stabilization: The self-stabilization property requires that a
routing protocol should be able to automatically recover from
any problem in a finite amount of time without human
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intervention. That is, it should not be possible, by injecting a
small number of malicious packets, to permanently disable a
network. So an attacker has to remain active, sending malicious
data continuously.

& Byzantine Robustness: A routing protocol should be able to
function correctly even if some of the nodes participating in
routing are intentionally disrupting its operation. Byzantine
robustness can be seen as a stricter version of the self-stabiliza-
tion property: the routing protocol must not only automatically
recover from an attack, but should also not cease from func-
tioning even during the attack. Clearly, if a routing protocol
does not have the self-stabilization property it cannot have
Byzantine robustness either.

The design of securing routing solutions focuses on providing counter-
measures against specific attacks, or sets of attacks. They can be classi-
fied as cryptography-based solutions, reputation-based solutions, add-
ons to existing protocols, and countermeasures to specific attacks [3].

6.3.5.1 Cryptography-Based Solutions
Security of mesh routing can be enhanced using cryptographic meas-
ures protecting the integrity and authenticity, and potentially also the
confidentiality of routing messages. Cryptographic measures prohibit
an adversary from manipulating or even intercepting routing mes-
sages, but they require some real-world trust relations to distinguish
‘‘trustworthy’’ and ‘‘malicious’’ nodes [3].

Authenticated routing for ad hoc networks (ARAN), proposed in
[11], utilizes cryptographic certificates to achieve authentication and
nonrepudiation. Every node that forwards an RREQ or an RREP must
also sign it. The method introduces heavyweight computations and
the size of the routing messages increases at each hop. In addition, it is
prone to replay attacks if the nodes do not have time synchronization.

Secure routing protocol (SRP) is a set of security extensions that can
be applied to any adhoc routingprotocol that utilizes broadcasting as its
route querying method [11]. SRP requires that for each route discovery
the source and the destination have a SA between them, which can be
used to establish a shared secret key. But it does not mention route error
messages, thus any node can forge error messages with other nodes as
source.

Secure Efficient Ad hoc Distance vector (SEAD) [16] is a secure ad
hoc network routing protocol based on Destination-Sequenced Dis-
tance-Vector (DSDV) algorithm. It employs the use of hash chains to
authenticate hop counts and sequence numbers.
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Secure ad hoc on-demand distance vector routing (SAODV) [51] is
a proposal for security extensions to the AODV protocol. The pro-
posed extensions utilize digital signatures and hash chains to secure
AODV packets. Signatures are used for authenticating the nonmutable
fields of the messages, while a new one-way hash chain is created for
every route discovery process to secure the hopcount field, which is
the only mutable field of an AODV message.

6.3.5.2 Reputation-Based Solutions
Watchdog and Pathrater [28] consist of two extensions to the DSR
routing protocol that attempts to detect and mitigate the effects of
nodes that do not forward packets although they have agreed to do
so. The watchdog extension is responsible for monitoring that the
next node in the path forward data packets by listening in promiscu-
ous mode. It identifies as misbehavior nodes those nodes that fail
to do so. The pathrater assesses the results of the watchdog and
selects the most reliable path for packet delivery. One of the base
assumptions of this scheme is that malicious nodes do not collude to
circumvent it and perform sophisticated attacks against the routing
protocol.

The CONFIDANT protocol [5] was motivated by ‘‘the selfish gene’’
by Dawkins. Each node determines whether its neighbor is misbehav-
ing and ALARMs its ‘‘friends’’ when a misbehaving node is detected.
Each node maintains reputation ratings for other nodes that are
reduced on receipt of ALARMs. It is a good concept but cannot
circumvent the difficulties in diagnosing misbehavior accurately [46].

6.3.5.3 Add-Ons to Existing Protocols
The add-on mechanisms address specific security problems in ad hoc
routing techniques and extensions to existing approaches.

Security-aware ad hoc routing (SAR) [49] utilizes a security metric
for the route discovery and maintenance functions. But security prop-
erties like time stamp, sequence number, authentication, integrity,
etc., have a cost and performance penalty.

Techniques for intrusion resistant ad hoc routing algorithms
(TIARA) [38] is a set of design techniques mainly against DoS attacks.
Each node has a policy that defines the list of authorized flows that can
be forwarded by the node. The design principles include: flow-based
route access control (FRAC), multipath routing, source-initiated flow
routing, flow monitoring, the use of sequence numbers, and referral-
based resource allocation.
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Packet leashes [17] adds some extra information to each packet
sent to allow a receiving node to determine if a packet has traversed
an unrealistic distance. Two kinds of leashes: temporal and geograph-
ical are defined.

6.3.5.4 Countermeasures to Specific Attacks
If a node ‘‘agrees’’ to join a route (e.g., by forwarding RREQ in DSR),
but fails to actually forward packets correctly, this is called misroute. A
node may do so to conserve energy, or to launch a DoS attack, due to
failure of some sort, or because of overload. In [28], a watchdog
approach is exploited to verify whether a node has forwarded a
packet or not. But misbehaving hosts are not punished. In best-effort
fault tolerant routing (BFTR) [47], path redundancy is used to tolerate
misbehavior by using disjoint routes. The target of a route discovery is
required to send multiple route replies, and thus the source can
discover multiple routes.

A node may make a route appear too long or too short by tam-
pering with RREQ. In Ariadne [15,17], source–destination (S–D) pairs
share secret keys and one-way hash function are used to ensure that
RREQ and RREP follow the known route. But it does not ensure that
the nodes on the route will deliver packets correctly.

Geographical leashes can help to resist wormhole attack, i.e., each
transmission from a host should be allowed to propagate over a
limited distance. In the SCAN [48] approach, the neighbors collabora-
tively authorize a token to the node before it joins the network
activities, which can also help to resist wormhole attack.

6.3.6 Key Management and Communication Security

Key management is the set of techniques and procedures supporting
the establishment and maintenance of keying relationships between
authorized parties [29]. Key management plays a fundamental role as
keys are the basis for cryptographic techniques providing confidenti-
ality, entity authentication, data origin authentication, data integrity,
and digital signatures. The goal of a good cryptographic design is to
reduce more complex problems to the proper management and safe-
keeping of a small number of cryptographic keys, ultimately secured
through trust in hardware or software by physical isolation or proced-
ural controls.

Key management is based on keys that are initially established by
noncryptographic, out-of-band techniques (e.g., in person, by a
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trusted courier or an administrator). For secret keys, confidentiality
and authenticity must be ensured, whereas for public keys confiden-
tiality is not required.

Key management usually involves some form of infrastructure to
distribute initial keys (e.g., stored on a SIM card) and to provide
infrastructure services (e.g., certificates, certificate repositories, or
security servers as the authentication center in GSM networks).

Key management solutions for mesh networks have to take their
operational environment into account. In the pure ad hoc case, no
security infrastructure at all is assumed on which security can be
based. Here nodes/users do not even know or trust each other.
However, the fact that mesh networks may be built ad hoc does not
necessarily imply that no infrastructure exists on which security can be
based. A suitable infrastructure that can be used for setting-up security
is available in the following cases:

& Whenall nodesof ameshnetworkbelong toa single stakeholder,
he can configure required key material (e.g., sensor networks
[36], public safety networks where all nodes of a mesh network
belong to the same party, or operator-controlled mesh network).

& It may be possible to access and reuse an existing security
infrastructure, as e.g., a public-key infrastructure (PKI). Pos-
sibly even online security servers can be accessed, e.g., using
GW services provided by some MNs, or when a mesh network
is only one way for communication (e.g., mobile phones with
additional mesh capabilities).

& A security infrastructure can be built in an ad hoc way that is
valid only in a specific environment. For example, in a class-
room scenario the teacher could build a mesh security infra-
structure. While a base key for the ‘‘security master’’ will have
to be distributed manually anyhow, the master node can be
used to provide further key material for communication
between nodes. Similarly, in the case of an event, the organizer
could provide a mesh infrastructure.

In mobile mesh networks, signaling/routing traffic and user traffic
can be distinguished. protection of these may be handled in different
ways.

For routing traffic, the following basic options exist:

& Provide no security at all, i.e., rely solely on the robustness of
the routing protocol with respect to misbehaving nodes.

& Protect integrity of routing messages through a MAC, i.e., using
a secret key. Each party who can verify the MAC can also
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compute valid MACs. If all nodes of a group of nodes trust each
other they can use a shared secret key. From a security per-
spective, only nodes belonging to the group and nodes not
belonging to the group are distinguished. The identity of indi-
vidual nodes of the group cannot be verified. If nodes of a
group do not trust each other, a different key should be used
for every link.

& Protect integrity of routing messages through a digital sig-
nature in a hop-by-hop mode. This means that each node
signs its sent routing messages, but the origin of routing infor-
mation received from other nodes cannot be verified by the
receiver.

& Protect integrity of routing messages through a digital signature
in an end-to-end mode. This means that each node signs only
its own routing data, while propagating routing data received
from other nodes unchanged, including its digital signature.
This allows a receiver to verify the origin of each piece of
routing information.

& Ensure also confidentiality of routing messages. Even confiden-
tiality of routing messages may be protected to prevent that an
eavesdropper can learn the topology of the mesh network by
observing routing messages.

If user data is protected only hop-by-hop, then each intermediate
node can access the plaintext data. Furthermore, each node has to
decrypt and re-encrypt user data. For the protection of user data, the
following main options exist:

& No security at all (actually not a realistic option).
& Secure communication within a group that shares a secret

group key. So protection is achieved with respect to entities
not belonging to this group, but not with respect to nodes
within this group. A group consisting of only two nodes is a
special case, i.e., two communicating nodes share a secret key.

& Secure end-to-end communication using public-key cryptog-
raphy. Here, usually the private/public keys are used to
establish a secret session key. This session key is then
employed to protect the actual data exchange.

6.3.7 Intrusion Detection

To enhance the security of WMNs, two strategies need to be adopted:
to embed security mechanism into network protocols such as secure
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routing and MAC protocols; and to develop security monitoring
and response systems to detect attacks, monitor service disruption,
and respond quickly to attacks [2]. The intrusion detection system
proposed by [52] can detect misbehavior at multilevel protocol
layers. It uses ‘‘training’’ data to determine characteristics of normal
routing table updates (such as rate of change of routing info), and
normal MAC layer (such as access patterns by various hosts). But
the efficacy of this approach is not evaluated, and is debatable. De-
tection technology can also be integrated to prevent or penalize the
attacker. In WLAN based on IEEE 802.11 MAC DCF, a commercial
example of intrusion detection systems is Siemens HiPath Wireless
Security [43] and AirDefense Guard [8], in which distributed sensors,
placed near APs, monitor the wireless medium and send reports to
a central server. This idea can be applied to the IDS design of
mesh network.

6.3.8 Other Security Technologies for WMNs

There are ways to preventing misbehaviors and thus helpful for trust
management in mesh. One important way is to use the reputation
concept. Reputation is a tool for motivating cooperation between
nodes and for dictating a good behavior within the network. To be
more precise, a node could be assigned a reputation value determined
by its neighbors. Based on how ‘‘good’’ this value is, a node can be
used or not in a given service provision. In addition, if a node
does not pay attention to its reputation and keep acting maliciously,
it will be isolated and discarded. The Packet Purse Model [7] is a cost-
based approach for motivating collaboration between mobile
nodes. The Packet Purse Model assigns a cost to each packet transfer,
and the link-level recipient of a packet pays the link-level sender
for the service. A reciprocal principle also helps to prevent misbehav-
ior. A node wanting to send packets must send a certain number
of packets for others. This rational exchange ensures that a mis-
behaving party cannot gain an advantage from misbehavior, and
thus it will not have any incentives to misbehave, which have been
summarized in [6,54].

6.4 CONCRETE PROPOSALS

Section 6.4.1 summarizes the security approach followed by some
concrete commercial mesh networking solutions and of selected
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research proposals. Section 6.4.2 presents two authentication proto-
cols usable for mesh networks.

6.4.1 System Proposals

This section describes the security approach followed by two com-
mercial mesh network systems and of some research proposals.

6.4.1.1 Tropos
The mesh networks of Tropos (http://www.tropos.com/) distinguish
MNs and end-user devices: the end-user device follows a conventional
single-hop WLAN-access based on 802.11b/g. The WLAN AP is part of a
meshinfrastructure.ThesewirelesslyconnectedMNsformtheextension
to a fixed infrastructure network. Some MNs are connected to the wired
backbone. From an architectural perspective, the mesh network can be
classified as a closed network. However, as end UNs are not MNs, it can
be considered as a wireless multihop infrastructure network extension
that can be used practically for any type of WLAN-like network access.

Figure 6.3 shows the main components of network security that
employs commonly accepted security technology [34]. It is a good
engineering practice to use proved security technology when appro-
priate, instead of developing new specific security mechanisms. The
user devices, named in the picture, UN employ the well-known WLAN
access security mechanisms. Shown is network access following
802.1x/EAP-based authentication against a AAA-server (RADIUS).
Other WLAN configurations employing PSK can be used as well.
The WLAN-link is encrypted with WPA resp. WPA2 (TKIP or AES-
based layer 2 link encryption), or even legacy WEP. The communica-
tion between the mesh nodes (MN and GW-MN), i.e., within the
backhaul, is AES-encrypted. Both user traffic and mesh routing data
exchanged between the MNs is protected. On top of that, a secure
IPsec-based VPN can be established between the MS and a VPN-server
located in the trusted part of the fixed infrastructure. This allows, e.g.,
to use the mesh network for different user classes as public access and
for public safety. The network traffic is protected between the MS and
the VPN-server located within the respective network, so that in the
whole mesh network the traffic is not available in unprotected form.

Additional security measures that are commonly employed with
WLAN APs are MAC address filters, packet filtering, suppression of
broadcasting the WLAN network name (SSID), and remote adminis-
tration using HTTPs. Also simple network management protocol
(SNMP) is AES-encrypted.
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6.4.1.2 Meshdynamics
A similar basic approach is followed by Meshdynamics [31]. The user
devices run WLAN WPA/WPA2 toward the first MN that looks to the
user device like a WLAN AP. Authentication can be based on 802.1x/
EAP or PSK. Legacy WEP is supported. The backhaul links are AES-
encrypted using on a common shared key from which link-specific
keys are derived.

The MNs operate like a transparent layer-2 bridge so that DHCP,
AAA, and VPN servers can operate with clients connected by mesh
network without changes. So protocols such as IPsec-based VPNs can
be used.

6.4.1.3 Research Proposals
MeshCluster is an infrastructure mesh network architecture [37]. Mesh
relays forming the infrastructure extension are connected with the
Internet by a GW node. For end-user devices, an MN operates as
WLAN AP. Optionally, an MN performs initially a mutual EAP-based
authentication with the GW node using a digital certificate or a secret
key as credentials. The derived session key is used to protect the
communication between the MN and the GW. A common dynamic
mesh group key is provided to protect the mesh routing messages.
This approach is interesting for larger mesh networks. The mesh

UN

AES-encrypted backhaul links

EAP authentication (WLAN)

Success, MSK

IPsec-based L3 VPN

Protected L2 communication

WLAN 4-way handshake

MN MN MN GW-MN VPN server AAA server

Figure 6.3 Mesh network multilayered security.
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network key can be easily updated as MNs obtain the updated
mesh network key from the AAA infrastructure. It is not required to
change the configuration of each MN separately, what would be
required when each MN is configured directly with the mesh network
secret key. As each MN is authenticated separately, a single-MN that
shall be excluded from the mesh network can be removed easily from
the authentication database.

Security for multihop relay extensions of an infrastructure network
is investigated by the EU-funded Ambient Networks project [13]. After
describing the reference model and security requirements, required
security solution components are presented. These protect the access
to a publicly accessible infrastructure network (e.g., to the Internet
or to an operator network) over a multihop extension setup and
operated by the public network operator. While secure access to the
public network by users is based on the same preconditions as direct
access to an AP, the relay extension has to be protected additionally to
ensure its correct operation and to prevent that it is misused for other
purposes than accessing the public network. Two variants for user
network access authentication are presented: Either the user authen-
ticates toward the GW, so that user traffic is protected the whole way
through the mesh network. As second option, the user authentication
is performed directly by the first-hop node. Here, already the first-hop
MN terminates the user-specific SA, and the user traffic is protected
with the mesh network key when forwarded to the GW. As in
MeshCluster, a relay node authenticates first against the network
infrastructure to obtain cryptographic keys allowing to set up a SA
with neighbor relays. Filtering of user traffic within the mesh network
intends to prevent overloading of the mesh network with traffic that
will be discarded at the GW.

The mesh network as described by Microsoft research is a commu-
nity network that is open to all [4]. However, users who contribute
resources to the mesh network are prioritized. End devices do not
participate in the mesh network, but they connect to an MN (mesh
router, mesh box). Some MNs are connected to a GW that provides
Internet connectivity. An assumption underlying this architecture is that
an MN provides some physical security so that it cannot be hacked
easily, i.e., it can be expected to behave as expected. So although
being a community network, the security seems to be built on this
assumption that only ‘‘officially provided’’ MNs participate in the mesh
network, but not nodesunder direct control by anenduser. The security
objectives are to protect against malicious users and freeloaders, to
defend against faulty or hacked MNs, disruption (DoS) by malicious
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end devices, to ensure confidentiality of mesh traffic, and to protect
access to network resources. MNs authenticate each other using EAP-
TLS using a built-in digital certificate. Communication between MNs is
encrypted. The certificate of a misbehaving MN is ‘‘blackballed’’ (re-
voked) to exclude it from participating in the mesh network. Also the
authentication between clients and MN is EAP-based using PEAPv2 or
EAP-TLS. The owner of a mesh router issues certificates to end devices
using the mesh router certificate. The MN accepts certificates issued by
any mesh box within range. The access to network resources, e.g., a file
share offered by an end device is protected following the respective
policy.

6.4.2 Authentication Protocols

Two novel authentication protocols are described to illustrate the
provision of sufficient and efficient authentication for WMNs. The
first protocol is the ‘‘WDAP’’ [53] for IEEE 802.11 WMNs. The WDAP
provides dual authentication for a WS and its corresponding AP in a
wireless network by an AS, and sets up a session key for confidential
communications between the WS and the AP if the authentication is
successful. The second protocol is the ‘‘SUMP’’ [21] that is originally
designed for multihop ad hoc sensor networks. The SUMP requires
the base station, whose function is like the GW in a WMN, to maintain
network topology information and does not require individual node
to store parent node information, thereby preventing an adversary
from impersonating and limiting the amount of knowledge that
an adversary gains by compromising a sensor node. Because of
the multihop nature, SUMP is intrinsically applicable to WMNs. Note
that one common characteristic of the two protocols is that the over-
head incurred by authentication is largely centralized at the
server side, either an AS or a GW, to reduce the burden on individual
wireless nodes.

6.4.2.1 Wireless Dual Authentication Protocol
Before going into the details of WDAP, we first give a brief overview of
the authentication scheme in 802.11i [19], the security standard used in
802.11 WMNs. As discussed in Section 6.1.3, 802.11i provides strong
user-based authentication through the use of the 802.1x [20] standard
and the EAP. The mutual authentication in 802.11i requires a UN to
exchange a PMK with the AS before setting up a connection with an
AP. (The negotiation request packets are forwarded to the AS by the
AP using RADIUS, although no connection has yet been set up.)
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The PMK is then made available to the AP after the AS authenticates
the AP, such that the UN and AP can use the possession of the correct
PMK to mutually prove their identity to each other. Moreover, as
discussed above, re-authentication needs to be performed when a
user moves out and back in the range of an AP.

Because the above authentication procedure is complicated and
time-consuming, the 802.11i working group has come up with
schemes aimed to mitigate the overhead. First, 802.11i provides pre-
authentication for predictable roaming among APs in a network,
such that when the UN arrives within the range of the next AP, the
authentication is already completed. Second, the 802.11i standard
offers a key caching option to allow the UN and the AP to remember
the last used PMK, so that when the UN returns to this AP, the
re-authentication can be done using the cached PMK, without the
need to exchange a new PMK with the AS. However, adoption of
the key caching option will render an 802.11 network vulnerable to an
impersonation attack discussed in Section 6.3.2, in which a malicious
AP uses previously cached PMKs to dupe UNs, whereas rejection of
the key caching option will let the network still incur the expensive
overhead of re-authentication.

WDAP is designed to provide sufficient and efficient authen-
tication for IEEE 802.11 wireless networks during the initial
connection stage and while roaming. The WDAP includes three sub-
protocols: authentication protocol, deauthentication protocol, and
roaming authentication protocol. Optionally the pre-authentication
scheme described before can also be applied to WDAP. As in IEEE
802.11i, WDAP also involves three types of entities: WS, AP, and AS.
For application of WDAP in WMNs, a WS can be regarded as a UN,
and an AP can be regarded as an MN.

The authentication protocol is illustrated in Figure 6.4. In the
authentication protocol, a WS broadcasts the WA-REQ message
when it wants to connect to a wireless network. Normally, the AP
that is closest to this WS will handle this message. It is assumed that
each WS has to register with the AS beforehand to give the AS its MAC
address and get from the AS a shared secret key and an initial
sequence number. Therefore, the AS can use the MAC later as an
index to find WSs shared secret key and sequence number. The
sequence number is used to counter replay attacks, and should be
incremented by one every time a new authentication request is sent. It
is necessary to make the upper bound of the sequence number large
enough (say 32 bits) to ensure that when the sequence number wraps
around, it has been a very long period of time since the first sequence
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number was used and the WS’s secret key has been updated at least
once during this period. The WS’s secret key can be updated using the
current secret key or using some off-line schemes as discussed [45].
The message digest is used for integrity check and can be computed
using a well-known hash function [24,35,40].

The AP that handles the WS’s authentication request creates a
similar message as in step 1 with a nonce instead of a sequence
number, concatenates it with what was received from WS, and then
sends it to the AS. This message is indeed where the ‘‘dual’’ part of the
authentication protocol lies, since both WS and AP are assumed not to
trust each other until the AS authenticates both of them. A session key
(K) for the wireless communication between the WS and AP is gener-
ated and sent back to the AP if the dual authentication is successful.
The two encryptions are used to make sure only the corresponding
WS and AP can see the contents and extract the session key. The AP
and WS will check the nonce and the sequence number, respectively,
to verify the freshness of the message. The AP sends the session key to
the WS. Only the legitimate WS can decrypt this message because it is
encrypted using the WS’s secret key. The session key shared between
the AP and the WS can be used for their secure communications and
secure deauthentication when the session is finished.

The deauthentication protocol provides secure deauthentication
when a WS and its associated AP finish a session for three reasons: to
prevent this connection from being exploited by an adversary,
to prevent an adversary from spoofing deauthentication messages
prematurely, and to stop the AP from transmitting any more frames.

Wireless station (WS) Access point (AP) Authentication server
(AS)

EKWS 

[K  || MACAP  || Seq]

|| EKWS 
[K  || MACAP  || Seq ]

|| MD [MACAP  || Nonce || KAP ]

MACWS  || Seq || MD [MACWS  || Seq || KWS ]MACWS  || Seq || MD [MACWS || Seq || KW S]
|| MACAP  || Nonce

EKAP 
[K  || MACWS  || Nonce]

Figure 6.4 Authentication protocol in WDAP.
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The 802.11 standards allow both the WS and the AP to send a
deauthentication request, so there needs to be two versions of the
deauthentication protocol: a wireless station deauthentication
protocol that is illustrated in Figure 6.5, and a similar access point
deauthentication protocol.

The roaming authentication protocol, provides authentication for a
WS roaming within a basic service range (Figure 6.6). Before getting
associated with a new AP, a WS needs to establish a dual authentica-
tion with the new AP. Note that the roaming authentication protocol
only requires six messages, which is a saving of two messages com-
pared to the case in which deauthentication with the old AP and
authentication with the new AP are done separately. When the roam-
ing WS needs to authenticate with the new AP, it sends out a roaming
authentication request (the sequence number also needs to be incre-
mented before used in the message), similar to the initial authentica-
tion. The new AP concatenates the WRA-REQ message and its own
authentication message, and sends it to the AS to authenticate both the
new AP and the roaming WS. After verifying the roaming dual authen-
tication request, the AS uses WS’s MAC address as an index to find the
old AP and its secret key, generates and sends a session key revoke
request message to old AP to invalidate the old session key used
between the old AP and the roaming WS. The old AP notifies the AS
that the old session key has been invalidated and stops using the
old session key. The AS generates a session key for later communica-
tion between the roaming WS and the new AP, and sends a reply

Wireless station (WS) Access point (AP) Authentication server
(AS)

MACWS || Seq || MD [MACWS || Seq || K ]

|| MD [MACWS || MACAP || Seq || KAP]

MACWS || MACAP || Seq

MACWS || Seq || MD [MACWS || Seq || KAP]

Seq || MD [Seq || K ]

Figure 6.5 Wireless station deauthentication protocol in WDAP.
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back to the new AP. The new AP sends the new session key to the
roaming WS.

It can be shown that WDAP is in conformance with the require-
ments of the IEEE 802.11i standard and effectively prevents an adver-
sary from impersonating an AP. Moreover, results of a prototype
implementation show that WDAP performs better with respect to
communication time than IEEE 802.11i under the same security
requirements. Detailed information about WDAP can be found [53].

6.4.2.2 Secure Unicast Messaging Protocol
SUMP is mainly designed to mitigate the threats of sinkhole and
wormhole attacks for multihop ad hoc sensor networks. Most other
authentication protocols for multihop ad hoc sensor networks, e.g.,
SNEP [36], are vulnerable to these attacks because they require nodes
to maintain parent node information. The SUMP does not require a
sensor node to store parent node information, thus mitigates sinkhole
and wormhole attacks. In SUMP, the base station, which is equivalent
to the GN in a WMN, incorporates path authentication information
into every message it sends out. Additional benefits of SUMP
include limiting the amount of knowledge that an adversary gains
by compromising a node and providing a level-wise grouping of
nodes in contrast to the locality-wise grouping approach used in
other works.

The SUMP consists of two phases of operation: initialization and
messaging. The purpose of the initialization phase is to provide the base

Wireless station (WS) New access point Authentication server
(AS)

Old access point

MD [MACWS || Seq || KWS ]

MACWS || Seq || MACWS || Seq ||MD [MACWS || Seq || KWS ]

EKAP
old

[MAC
WS

 || MAC
APnew

 

|| Seq]

|| Seq || KAPold ]

|| MD [MACWS || MACAPold ]

MACWS || MACAPold

|| EKWS
[K || MACAPnew || Seq]

EKAP
new 

[K || MACWS || Seq]

EK
WS

[K  || MACAPnew || Seq]

|| MACAPnew || Nonce || MD [MACAPnew 
|| Nonce  

|| KAPnew
]

Figure 6.6 Roaming authentication protocol in WDAP.
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station with the knowledge of individual node connectivity, density of
distribution (with regards to connectivity, not locality), and establish-
ment of paths. The messaging phase is the normal mode of operation
used for instruction dissemination and data collection.

The base station and nodes maintain information regarding their
view of the network structure. The base station’s view of the network
is global, and it maintains two primary structures: the node structure
and the group structure. The node structure contains a list of all paths
to each node, each node’s hop count from the base station, ID, and
individual key. The group structure maintains information about all
groups in the network in a linked list of group elements. A group
element contains information about the group including a listing of all
node IDs, the distance from the base station to the group (called the
level), and methods used for group membership authentication. A
sensor node only maintains its own key information and group mem-
bership information.

The initialization phase in SUMP is divided into two steps: path
establishment and verification. In the path establishment step, the
base station initiates a breadth first search to discover the hop count
and paths from the base station to each node. In the verification step,
the base station updates nodes that received an incorrect hop count
due to discrepancies in the communication range.

The base station initiates the path establishment step by issuing a
hello message that contains a count of zero. The count corresponds to
the current hop count from the base station. Nodes do not respond to
any communications until the hello message is received. Once a node
receives the hello message the node will record the hop count into its
memory, increment the hop count in the hello message, and forward
the message. The node then replies to the base station with a hello
reply message containing the hop count recorded and the ID of the
node. When the node receives a hello reply from another node it
concatenates its own ID to the end of the message, and retransmits the
message. If the node receives a hello reply message that contains its
own ID, it will not respond. This avoids the formation of infinite
routing loops that deplete resources. When the base station receives
a hello reply from a node it finds the path based on the ID list in the
reply message. The path derived from the first reply message received
from a node is stored as the primary path to the node, and all paths
derived from replies received after the first reply are stored as alternate
paths, which are used to reduce packet loss and to enhance the
survivability of the network when node death occurs. An example of
path establishment sequence is shown in Figure 6.7.
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After the expiration of the path establishment step, all nodes and
the base station enter the verification step, in which the base station
compares the node’s recorded hop count with the length of the first
path received in the path establishment step. If a discrepancy is found,
the base station rectifies this by sending a hop count change request,
which includes the ID of the destination node and the hop count value
determined by the base station, and is encrypted with the individual
key of that node. This ensures that the hop count is representative of a
symmetric path between the base station and the destination node. If a
node receives a hop count change request intended for it, the node
updates its hop count accordingly.

Once verification of hop count is completed, the hop count is used
by the base station to group nodes together. This is to implement a
routing by level scheme in which only one node per hop on the
primary path from the base station to the destination node will for-
ward a received message to prevent arbitrary rebroadcast and mali-
cious redirection of messages. All nodes of the same hop count are
members of the group with the corresponding level value. For
example, the group representing level one is comprised of all nodes
with a hop count of one. The base station computes the group’s key
information and distributes it to all nodes in the group. To prevent
malicious redirection of messages SUMP provides group authentica-
tion by Merkle hash trees [30], which uses a secure one-way hash
function to generate a binary tree in which the members of the group
are represented as the leaf values. The tree is formed by concatenating

Hello(BS).0

Hello(BS).1

Reply(0.IDA)

Reply(1.IDB)

Reply(1.IDB
.IDA)

BS A B

Figure 6.7 Message sequence diagram of path establishment.
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the sibling values and hashing the result to form a parent element of
the tree. For example, in Figure 6.8, the network is divided into levels
based on hop count, and the group that represents level 1 consists of
nodes 5 and 9. Level 1 group is represented as a Merkle hash tree
(Figure 6.9). In this representation, the hash values of nodes 5 and 9
form the leaves of the tree. The remainder of the tree is formed
according to the following three rules. First, the tree is a balanced
binary tree. Second, if an element is a leaf of the tree, then its value is
the hash of a nodes ID. Third, if an element is not a leaf of the tree,
then its value is the result of hashing the concatenation of its two
children elements values. As a result of these rules the root value of
the Merkle hash tree is a representative value of the entire group
membership and can be used to authenticate a message. The base
station maintains a representation of the entire tree of each level,

8
1 Hop

2 Hops

3 Hops

4 Hops

BS

BS
7

5

43

2

1

6 7 8

99

6
5

432

1

Figure 6.8 A sample network and its corresponding tree structure.

H(H(ID5).H(ID9))

H(ID5) H(ID9)

Figure 6.9 Merkle hash tree of level 1.
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while each individual node only needs to store the root value and
height of the tree of its level, and its own ID. The tree cannot be
produced unless all node IDs are known. Since nodes do not store the
IDs of other nodes in the network, an adversary cannot capture a node
and reconstruct the tree from the root value.

After the establishment of Merkle hash tree at every level, begins
the messaging phase that aims to securely unicast an outbound mes-
sage hop-by-hop from the base station toward its destination. Since
the path to every node is known and the nodes are grouped according
to hop count, the base station can communicate with a destination
node by encrypting messages according to the established primary
path to that node. The base station concatenates the ID of the destin-
ation node to the message and encrypts the result with the key it
shares with the destination node. Then the h authentication values,
where h is the height of the tree at the destination node’s level, are
attached to the beginning of the message. These authentication
values are the values needed by the destination node to reproduce
the root value from already known information, i.e., the sibling values
of elements in the path from the nodes hashed ID to the root of
the tree. The base station then uses the next node on the stored
primary path from the destination node to the base station to encrypt
the message further. For an intermediate node between the base
station and the destination node the base station encrypts the entire
message with the individual key of the intermediary node and con-
catenates the authentication values of intermediate node with the
resulting message. This results in the encapsulation of the original
message, M, in a message to the intermediary node. For example, if
the primary path from the base station to a node is {5, 3, 2}, the
message produced is

EK5({authValues5} � EK3({authValues3} � EK2({authValues2} � ID2 �M)))

Upon receiving a message of this structure, a node uses its key to
decrypt the message and attempts to authenticate the message to
determine if the message is to be forwarded by the node. If the node
successfully authenticates the message by using the authentication
values in the message to reproduce the correct root value, it checks if
the decrypted message begins with its ID. If so, the decrypted message
is for the node and will not be retransmitted; otherwise the node
forward the decrypted message to the next hop.

The structure of outbound messages in SUMP is shown in Figure
6.10. An individual node only uses as many nonzero authentication
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values as necessary to authenticate a message for that hop, and
unneeded or previously processed authentication values are zeroed
out. For instance, if a given level has a Merkle hash tree of height 2,
then only the first two nonzero authentication values are used in
authentication. Once used the authentication values are replaced by
zeros. If the message is authenticated, the remaining authentication
values, message field, and checksum are decrypted. The resulting
packet is forwarded to the next hop.

The sufficiency and efficiency strengths of SUMP are manifest in
the following three regards [21]. First, SUMP is not susceptible to
sinkhole and wormhole attacks. Second, very little storage is required
by SUMP for sensor nodes to securely route outbound messages.
Third, communication overhead is alleviated by avoiding arbitrary
rebroadcast of messages.

6.5 SUMMARY AND OPEN ISSUES

This chapter discusses security for WMNs. After a brief overview of
relevant security technology, different relevant usage scenarios with
significantly different security requirements and their main distin-
guishing criteria have been described in Section 6.2. Specific WMN
security issues are covered in Section 6.3, followed by a description of
some concrete proposals in Section 6.4.

Despite many research work already spent on wireless mesh and
ad hoc networks, still challenging open issues exist: A great number of
security proposals exist for specific issues, but it is, in general, unclear
which ones are useful for a certain usage scenario, and how those
being proposed independently can be combined to arrive at a com-
plete security solution. Individual countermeasures cover only a

8
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Figure 6.10 Messaging phase outbound message.
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specific subset of relevant threats and are difficult to integrate [32].
Complete security solutions adapted for the differing security require-
ments of more challenging usage scenarios are missing. Other open
issues are practically usable, commercially suitable security solutions
for cooperative mesh networks between unknown and untrusted end
that may or may not be cooperative, uncooperative, or even inten-
tionally misbehaving. While proposals like granting incentives for
enforcing cooperation, misbehavior detection, and robustness toward
malicious nodes are described, it is unclear whether these solutions
are adequate and sufficient for real-world applicability. A further open
issue is the compensation of end-user mesh nodes providing access to
an infrastructure network.
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The wireless mesh network (WMN) is an economical solution to
support the ubiquitous broadband services by low transmission
power. However, multihop networking suffers from the scalability
issue as coverage and users increase, since throughput enhancement
and coverage extension are two contradictory goals in the multihop
WMNs. Specifically, the multihop communications can indeed extend
the coverage area to lower the total infrastructure cost. However, as
the number of hops increases, the repeatedly relayed traffic will
exhaust the radio resource. The throughput will also sharply degrade
due to more collisions from a large number of users. This chapter
addresses this key challenge of the WMNs from the network architec-
ture perspective, aiming at maintaining the throughput while extend-
ing the coverage area.

We consider two typical application scenarios of WMNs, including
the dense urban and wide-area scenarios. At first, we investigate the
issue of deploying WMNs in the dense urban environment, where
several adjacent access points (APs) will form a cluster. In a cluster, the
APs are connected through wireless relays to ease deployment. The
mixed integer nonlinear programming (MINLP) optimization ap-
proach is applied to determine the optimal number of APs in a cluster
and the best separation distance between APs. The objective is to
maximize the ratio of the total carried traffic load to the total cost for
a cluster of APs connected by wireless relays.

We also present a scalable multichannel ring-based WMN for wide-
area coverage. In the ring-based WMN, each cell is divided into
several rings with different allocated channels. Without modifying
the IEEE 802.11 medium access control (MAC) protocol, the simple
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ring-based frequency planning can make the system more scalable to
the cell coverage. The MINLP optimization approach is also employed
to determine the optimal number of rings in a cell and the associated
ring widths, which aims to maximize the cell coverage with a guaran-
teed user throughput.

7.1 INTRODUCTION

Nowadays, the development of next-generation wireless systems aims
to provide high data rates in excess of 1 Gbps. Thanks to the capability
of enhancing coverage and capacity with low transmission power,
WMNs play a significant role for broadband access with ubiquitous
coverage [1–9].

In general, the advantages of wireless mesh networking tech-
nology can be summarized into four folds. First, it is well known
that mesh networking technology can combat shadowing and severe
path loss to extend service coverage. Second, WMN can be rapidly
deployed in a large-scale area with minimal cabling engineering
work so as to lower the infrastructure and deployment costs [1–4].
Third, WMN can concurrently support a variety of wireless radio and
access technologies such as 802.16 (WiMAX), 802.11 (WiFi),
and 802.15 (Bluetooth and Zigbee), thereby providing the flexibility
to integrate different radio access networks [5–7]. Fourth, a WMN
can be managed in a self-organization and self-recovery fashion
[8,9]. Thus, if some nodes are down, the forwarded traffic can be
delivered via other adjacent nodes. Due to these advantages, the
WMN is believed to be a key enabling technology for 4G wireless
systems.

However, multihop networking suffers from the scalability issue,
especially when the coverage area or the number of contending users
increases [9]. The scalability issue lies in the fact that throughput
enhancement and coverage extension are two contradictory goals in
the multihop WMNs. On the one hand, the multihop communications
can indeed extend the coverage area to lower the total infrastructure
cost. On the other hand, as the number of hops increases, the repeat-
edly relayed traffic will exhaust the radio resource. Meanwhile, the
throughput will also sharply degrade due to the increase of collisions
from a larger number of users. Therefore, maintaining the throughput
while extending the coverage area becomes a difficult and important
challenge for designing a scalable WMN.

This chapter addresses the scalability issue of the WMN from
a network architecture perspective. We consider two most typical
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application scenarios of WMNs [10,11], i.e., the dense urban and wide-
area scenarios as shown in Figure 7.1 and Figure 7.2. First, we
consider the WMNs in the dense urban area. Recently, deploying
public outdoor WLANs in the metropolitan area has become a very
hot topic. In the dense urban environment (e.g., the so-called Man-
hattan scenario discussed in [1] and universal mobile telecommunica-
tion systems (UMTS) [12]), heavy attenuation due to walls or buildings
is expected. A number of APs will be deployed along the streets. Since
connecting APs through cables is costly and difficult, connecting APs
through wireless becomes an interesting option. Figure 7.1 illustrates
an example of WMN for the dense urban area. In this network, several
adjacent APs form a cluster and are connected to the backbone
network through the same switch/router. In each cluster, only the
central access point AP0 connects to the backbone network through
wires. Other APs are required to communicate with the neighboring
APs via wireless links. Then the intermediate APs will relay the data to
the central AP0. By doing so, the network deployment in the urban
area becomes easier because the cabling engineering work is minim-
ized. We also propose a scalable multichannel ring-based WMN for
wide-area coverage, as shown in Figure 7.2. Referring to the figure,
the central gateway and stationary mesh nodes in the cell form a
multihop WMN. The mesh cell is divided into several rings, which
are allocated with different channels. In the same ring, the mesh nodes
follow the legacy IEEE 802.11 MAC protocol to share the radio med-
ium. In addition, mesh nodes in the inner rings will relay data for

Central AP

Wireline link

Internet

Switch/router

Cluster 2Cluster 1

AP-to-AP: IEEE 802.11a
UE-to-AP: IEEE 802.11b/g

Wireless link

AP0 AP1 AP2

d r

Figure 7.1 Clusters of APs in the wireless mesh network for the dense urban
coverage.
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nodes in the outer rings toward the central gateway. With this mesh
cell architecture, the service coverage of the central gateway/AP can
be significantly extended with less cost.

In this chapter, we also investigate the optimal trade-off between
capacity and coverage for the scalable WMNs. Most traditional WMNs
are not scalable to the coverage area, because the throughput is not
guaranteed with increasing collisions. By contrast, the proposed
WMNs are scalable in terms of coverage, since the frequency planning
with multiple available channels is used to resolve the contention
issue and thus the throughput can be ensured by properly designing

r1
r3r2

r4

(r3 + r2)/ 2

(r4 + r3)/2

lRC lRC A1

A2

A4

A3

Gateway
(central AP)

Switch/router

Mesh cell 0

Mesh cell 1

Mesh cell 2 Mesh  cell 3

LAN

f1

f2

f3

f4

Figure 7.2 Ring-based cell architecture in the wireless mesh network for wide-
area coverage, where each ring is allocated with different allocated channel.
This is an example of WMN for community/campus networking.
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the deployment parameters. The deployment parameters include the
the number of APs in a cluster and the separation distance between
APs for the considered WMN in the urban area (Figure 7.1); the
number of rings in a cell and the associated ring widths for the ring-
based WMN (Figure 7.2). The remaining important problem lies in the
way to determine these deployment parameters so as to achieve the
optimal trade-off between throughput and coverage performances.
We will apply the MINLP optimization approach to determine the
optimal deployment parameters.

The rest of this chapter is organized as follows. Section 7.2 dis-
cusses the related works of WMN. Section 7.3 investigates the issue of
deploying APs for WMNs in the dense urban area. We formulate the
AP placement problem as an optimization issue and discuss the pro-
posed AP placement strategies. Section 7.4 describes the proposed
ring-based WMN. We develop a cross-layer throughput model for
the ring-based WMN in Section 7.5 and formulate an optimization
problem to maximize the coverage and capacity in Section 7.6.
Concluding remarks and open issues are given in Section 7.7 and
Section 7.8.

7.2 RELATED WORKS

First, we discuss the issue of AP placement in WMNs for dense urban
coverage. Most works were based on the architecture that all the APs
are connected to the backbone network through cables [13–17]. An
integer linear programming (ILP) optimization model was proposed
for the AP placement problem, where the objective function was
to maximize the signal level in the service area [13]. An optimization
approach was proposed to minimize the areas with poor signal
quality and improve the average signal quality in the service area
[14]. The authors [15,16] proposed optimization algorithms to minim-
ize average bit error rate (BER). The AP deployment problem was also
formulated as an ILP optimization problem with the objective function
of minimizing the maximum of channel utilization to achieve load
balancing [17]. The concept of wireless multihop communication has
not been considered [13–17].

Performance issues of WMNs have been studied mainly from two
directions [1,2,18–21]. On the one hand, from a coverage viewpoint,
authors [18] compared the coverage performance of a multihop WMN
with that of a single-hop infrastructure-based network by simulations.
On the other hand, from a capacity viewpoint, it was shown [19,20]
that the throughput per node in a uniform multihop ad hoc network is
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scaled like O (1=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

k log k
p

), where k is the total number of nodes.
Moreover, the authors [2] showed that the achievable throughput
per node in a multihop WMN will significantly decrease as O (1/k)
due to the bottleneck at the central gateway. To resolve the scalability
issue of multihop network, authors [21] proposed a multichannel
WMN to improve the network throughput. Fewer papers considered
both the capacity and coverage performance issues for a WMN, except
for [1]. However, the work [1] considered the single-user case. In
addition, the scalability issue of WMNs has not been well addressed
[1,2,18–21].

7.3 SCALABLE WIRELESS MESH NETWORK
FOR DENSE URBAN COVERAGE

7.3.1 Architecture and Assumptions

In this section we consider the WMNs in the dense urban area as
shown in Figure 7.1 [10]. In each cluster, only the central AP0 has the
wireline connection to the switch or router for accessing the Internet.
Other APs (like AP2) can access the Internet through wireless com-
munications between AP1 and AP2 first and then through the wireline
communications from AP0 to the switch/router in the LAN. In this
case, the function of AP1 is referred as a relay. Indeed, many WLAN
equipment vendors are developing the IEEE 802.11a/b/g multimode
APs with wireless relays, where the IEEE 802.11b/g mode is mainly
used to connect users to an AP and the IEEE 802.11a mode is
mainly used for connecting two APs. In such a WMN architecture,
the WLAN system can be deployed in the urban area with less cabling
engineering work.

Specifically, we consider a WMN for the dense urban area, where
the IEEE 802.11a WLAN standard is mainly used for data forwarding
among APs, while the IEEE 802.11b/g is for data access between APs
and user terminals. Recall that the IEEE 802.11a WLAN is assigned with
eight nonoverlapping channels for outdoor applications in the spec-
trum of 5.25 to 5.35 GHz and 5.725 to 5.825 GHz, whereas the IEEE
802.11 b/g WLAN has three nonoverlapping channels in the spectrum
of 2.4 to 2.4835 GHz. To avoid the cochannel interference, frequency
planning is applied to ensure two buffer cells between the two
cochannel APs. Thus, the intercell cochannel interference is reduced
and will not be considered in this work.

To deploy a WMN in a dense urban environment, the coverage
range of an AP is a key parameter. Table 7.1 shows the relationship
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between coverage range and link capacity for both the IEEE 802.11a/b
WLANs [22].*

7.3.1.1 Throughput Model between Access Points
The throughput model between two APs follows the IEEE 802.11a
WLAN specifications. Table 7.1a lists the coverage range and link
capacity for the IEEE 802.11a WLAN [22,23]. By means of the curve-
fitting method as illustrated in Figure 7.3, the radio link capacity H(d )
can be expressed as a function of the separation distance d:

H (d ) ¼ a1ea2d þ a3 (Mbps), d � dmax (7:1)

where

(a1, a2, a3) ¼ (45:4, �2:8� 10�3, �14:6), outdoor
(47:8, �3:3� 10�2, �3:96), indoor

�

Table 7.1 Link Data Rates vs. Coverage Ranges for the
IEEE 802.11a/b WLANs

(a) Transmission Performance of IEEE 802.11a

Data link rate (Mbps) 54 48 36 24 18 12 9 6

Indoor range [22]a (m) 13 15 19 26 33 39 45 50

Outdoor range [22]a (m) 30 180 304

Link capacity [23]b (Mbps) 27.1 25.3 21.2 15.7 12.6 9.0 7.0 4.8

a40 mW with 6 dBi gain patch antenna.
bpacket error rate (PER)¼ 10% and packet length¼ 1500 octets.

(b) Transmission Performance of IEEE 802.11b

Data link rate (Mbps) 11 5.5 2 1

Indoor range [22]a (m) 48 67 82 124

Outdoor range [22]a (m) 304 610

a100 mW with 2.2 dBi gain patch antenna.

* Even if the coverage range varies depending on the environments, the pro-
posed optimization approach for the access point placement can be applied by
using the various coverage ranges as input parameters.
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Note that dmax is the maximum reception range of the IEEE 802.11a
WLAN. In addition, since the APs are mounted on the streetlamps, the
separation distance d between APs is written as d ¼ VLs, where V is a
positive integer and LS is the separation distance between streetlamps.

7.3.1.2 Throughput Model between an Access Point and Users
The design of cell size in WMN for urban coverage can be considered
from two folds. First, the cell radius should be less than rmax to
maintain an acceptable data rate. Second, the cell radius should be
larger than rmin to lower the handoff probability.

In each cell, users share the medium and employ the carrier sense
multiple access with collision avoidance (CSMA/CA) MAC protocol to
communicate with an AP. We assume that the users are uniformly
distributed on the road with density DM (Users/m). If the cell coverage
(in radius) is r, the average number of users in a cell is k ¼ 2rDM.
According to the method [24], the cell saturation throughput of
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Figure 7.3 The outdoor/indoor 802.11a link capacity performance H(d ) at a
separation distance d between access points.
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the IEEE 802.11b WLAN for various numbers of users k is shown in
Figure 7.4, where data rate is 11 Mbps and average packet payload is
1500 bytes. By using the curve-fitting method, the cell saturation
throughput Rb (k) for this particular case can be expressed by

Rb(k) ¼ b1eb3k þ b2eb4k (7:2)

where b1 ¼ 6.9, b2 ¼ �6.9, b3 ¼ �8.2� 10�3, and b4 ¼ �2.6.

7.3.2 Optimal Access Point Placement

7.3.2.1 Problem Formulation
Radio link throughput and coverage are two essential factors in
placing APs in a WMN for dense urban coverage. From the viewpoint
of coverage, a larger cell is preferred because less number of APs are
required. From the standpoint of throughput, however, a smaller cell
size will be better since it can achieve a higher data rate in the wireless
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Figure 7.4 The cell saturation throughput vs. the number of users for the IEEE
802.11b WLAN.
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link. In this work, we formulate an optimization problem to determine
the best separation distance for APs with consideration of these two
factors.

Figure 7.5 illustrates a scenario where APs are deployed on the
streetlamps. Since APs will be symmetrically deployed to the central
AP0 in a cluster, only one side of the cluster needs to be considered.
The notations in Figure 7.5 are explained as follows:

n: the number of APs in the single side of the cluster;
di: the separation distance between APi�1 and APi;
H(di): the radio link capacity between APi�1 and APi at a distance

di, according to the IEEE 802.11a WLAN specification;
ri: the cell radius of APi;
R(ri): the aggregated traffic load from all the users associated to APi,

in which R(ri) ¼ 2riDMRD and RD is the average demanded traffic
of each user.

Clearly, the separation distance can be written as:

di ¼ ri þ ri�1, for i ¼ 1, 2, . . . , n (7:3)

and the aggregated traffic load in a cell should be constrained by the
cell saturation throughput, i.e.,

R(ri) � Rb(k) (7:4)

In the considered scenario as depicted in Figure 7.5, the total service
area in a cluster of APs is [2r0 þ 2

Pn
i¼1 2ri]. Therefore, the total carried

traffic load of a cluster of APs through the wireline connection can be
given as

H(d1)

Internet

AP00

AP
01 AP

0       2

Switch/router

AP
0n

d1

H(d2)

d2 d3 dn

H(d3) H(dn)

R(r0 ) R(r1) R(r2) R(rn)

r0 r1 r2 rn

...

AP-to-AP: IEEE 802.11a
UE-to-AP: IEEE 802.11b/g

Figure 7.5 A cluster of APs in the dense urban environment. (This is an example
for the increasing-spacing placement strategy, where d1� d2� � � � � dn.)
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2 r0 þ 2
X

n

i¼1

ri

" #

DMRD

The total cost for deploying a cluster of APs with one wireline con-
nection is (2nþ 1þ r), which includes the total cost of (2nþ 1) APs
and the fixed overhead cost due to the wireline connection r. For
convenience, in this work, the wireline overhead r has been normal-
ized by the cost of one AP.

In this work, the AP placement problem will be formulated as
an MINLP problem with the following decision variables: n and r0,
r1, . . . , rn. The objective function is to maximize the ratio of the total
carried traffic load to the cost for a cluster of APs. In the following, we
discuss the two AP placement strategies: the increasing-spacing and
the uniform-spacing placement strategies.

7.3.2.2 Increasing-Spacing Placement Strategy
Figure 7.5 illustrates an example for the proposed increasing-spacing
placement strategy, where d1 � d2 � � � � � dn. In a cluster, the aggre-
gated carried traffic load of the wireless link between APi�1 and APi is
a decreasing function of i. That is, the further the APi from the central
AP0, the less the carried traffic load in the wireless link between APi�1

and APi. Accordingly, it is expected to deploy APs with increasing
separation distance (i.e., d1 � d2 � � � � � dn) to deliver a higher traffic
load for a cluster of APs. The system parameters according to the
increasing-spacing AP placement strategy can be obtained by solving
the following MINLP optimization problem:

MAX
n,r0,r1,...,rn

Total carried traffic load in a cluster of APs

Total cost for deploying a cluster of APs

¼
2 r0 þ 2

P

n

i¼1
ri

� �

DMRD

(2nþ 1þ r)
(7:5)

subject to

2ri DMRD � Rb (k), i ¼ 1, 2, . . . , n (7:6)

H (di) �
X

n

j¼i

R(rj) ¼
X

n

j¼i

2rjDMRD, i ¼ 1, 2, . . . , n (7:7)

di ¼ ri þ ri�1, i ¼ 1, 2, . . . , n (7:8)
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ri � rmin, i ¼ 0, 1, . . . , n (7:9)

ri � rmax, i ¼ 0, 1, . . . , n (7:10)

di � dmax, i ¼ 1, 2, . . . , n (7:11)

di ¼ ViLS , i ¼ 1, 2, . . . , n (7:12)

n, Vi 2 Zþ (7:13)

In the following, we will explain the above constrains. Equation 7.6
means that in each cell the total carried traffic load is constrained by the
cell saturation throughput. Equation 7.7 states the condition that the
radio link capacity H(di) between APi�1 and APi should be greater than
the aggregate carried traffic load from the cells served by APi,
APiþ1, . . . , and APn. Equation 7.8 is the relationship between the sep-
aration distance di and the cell radius ri. Equation 7.9 and Equation 7.10
refer to the limits of cell radius, i.e., rmin and rmax. According to Equation
7.11, the maximum separation distance between two APs is limited to
dmax. With respect to Equation 7.12, it is a limit on the separation distance
di due to the distance between streetlamps. Equation 7.13 means that Vi

and n (the number of APs in a cluster) are positive integers.

7.3.2.3 Uniform-Spacing Placement Strategy
Referring to Figure 7.1, the uniform-spacing placement strategy is to
make all the cells in a cluster have the same radius, and thus the APs
are uniformly deployed in the service area. Therefore, there are add-
itional constraints for this placement, i.e., ri ¼ r, for i ¼ 0, . . . , n, and
thus di ¼ d ¼ 2r, for i ¼ 1, . . . , n. Accordingly, R (ri ) ¼ R (r), for
i ¼ 0, . . . , n, and H (di) ¼ H (d), for i ¼ 1, . . . , n. Then, the MINLP
formulation of AP placement problem can be modified as

MAX
n,r

(2nþ 1) � 2r DM RD

(2nþ 1þ r)
(7:14)

subject to

Rb(k) � R(r) ¼ 2r DM RD (7:15)

H (d) � nR(r) ¼ n � 2r DM RD (7:16)

d ¼ VLS (7:17)

n, V 2 Zþ (7:18)

Here, V is a positive integer.
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7.3.3 Numerical Examples of WMN for Dense Urban Coverage

We compare the performances of the increasing-spacing placement
strategy and the uniform-spacing placement strategy. The system
parameters in the numerical examples are summarized in Table 7.2.

Figure 7.6 compares the achieved profits of the objective function
for the increasing-spacing and the uniform-spacing placement strat-
egies with various wireline overheads r. Figure 7.6 demonstrates the
advantage of the increasing-spacing placement strategy over the
uniform-spacing placement strategy. The achieved profit of the object-
ive function is a concave function of the number of APs, n, as depicted
in Figure 7.6. Therefore, there exists an optimal solution of n to
maximize the profit of the objective function. For example, when the
wireline overhead r ¼ 4, n ¼ 3 will achieve the best performances
for both placement strategies. The corresponding cell radii for the
increasing-spacing placement strategy are (r0, r1, r2, r3) ¼ (113.3,
66.7, 143.3, 156.7 m) and that for the uniform-spacing placement
strategy is r ¼ 105 m, respectively. Accordingly, the corresponding
separation distances for the increasing-spacing placement strategy are
(d1, d2, d3) ¼ (180, 210, 300 m) and that for the uniform-spacing
placement strategy is d ¼ 210 m, respectively. In this case, the
increasing-spacing placement strategy can achieve 15% higher profit
of the objective function than the uniform-spacing placement strategy.
In Figure 7.6, we can also observe that the best number of APs in a
cluster can vary for different strategies. When the wireline overhead
r ¼ 2, n ¼ 2 will achieve the best performance for the increasing-
spacing placement strategy, and n ¼ 1 for the uniform-spacing place-
ment strategy. In this case, the achieved profit of the objective function
for the increasing-spacing placement strategy is about 6% better than
that for the uniform-spacing placement strategy.

Table 7.2 System Parameters for Numerical Examples

Symbol Item Nominal Value

DM Road traffic density 0.08 Users/m

LS Distance between two streetlamps 30 m

RD Traffic demand of each user 0.2 Mbps

rmin Minimum of cell radius 45 m

rmax Maximum of cell radius 300 m

dmax Maximum distance between APs 300 m

Yan Zhang / Wireless Mesh Networking AU7399_C007 Final Proof page 238 23.10.2006 1:18pm

238 & Wireless Mesh Networking



Figure 7.7 shows the sum of carried traffic load and the total
service area for a cluster of (2nþ 1) APs according to the increasing-
spacing and the uniform-spacing placement strategies. One can ob-
serve that the total carried traffic load with the increasing-spacing
placement strategy increases faster than that with the uniform-spacing
placement approach as the number of APs in a cluster increases.
Furthermore, the increment of the traffic load for the uniform-spacing
strategy will gradually diminish (see n ¼ 6 to n ¼ 7). Since the profit
of the objective function is proportional to the total carried traffic load
and inversely proportional to the cost of a cluster of APs, the achieved
profit of the objective function is therefore a concave function of n as
shown in Figure 7.6.

In Figure 7.8, we show that the average carried traffic load per cell
and the average cell radius for the increasing-spacing and the uniform-
spacing placement strategies decrease as the number of APs increases.
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Figure 7.6 Comparison of the increasing-spacing and the uniform-spacing
placement strategies in terms of the achieved profit of the objective function
for different wireline overheads r.
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In the considered WMN with wireless relays to forward data for the
neighboring APs, the cluster size can not be too large due to the
constraint of radio link capacity. Because of this reason, one can see
that the average traffic load per cell decreases as n increases in
the cluster. Nevertheless, the average traffic load per cell for the
increasing-spacing placement strategy decreases slower than that for
the uniform-spacing placement strategy. Moreover, one can observe
an interesting phenomenon for the uniform-spacing placement strat-
egy at n ¼ 5 and n ¼ 6, where both cases have the same traffic load
and cell radius (r ¼ 75 m). This explains why the profit of the object-
ive function for the uniform-spacing strategy increases when n
changes from 5 to 6 in Figure 7.6.

7.4 SCALABLE RING-BASED WMN FOR
WIDE-AREA COVERAGE

7.4.1 Network Architecture and Assumptions

Figure 7.2 illustrates the scalable ring-based WMN for wide-area cov-
erage [11]. In each mesh cell, all users are connected to the central
gateway in a multihop fashion. Each intermediate node operates as a
wireless relay to forward data traffic to the gateway. The gateway
connects to the backbone network via a wired or wireless connection.
Using this mesh architecture, the cabling engineering work for WMN
deployment can be reduced.

In this work, we consider a multichannel WMN. In this WMN, each
meshcell is divided into several rings, denotedbyAi, i ¼ 1, 2, . . . ,n. The
user in the ring Ai will connect to the central gateway via an i-hop
communication. We assume that each node can concurrently receive
and deliver the forwarded traffic as [2,9,21]. That is, each node is
equipped with two radio interfaces, and the users in ring Ai will com-
municate with the users in rings Ai�1 and Aiþ1 at two different channels
fi and fiþ1, respectively. By doing so, the multihop mesh network
becomes scalable to the number of users since the contention issue can
be resolved by the multichannel arrangement in a ring-based network.

We assume that frequency planning is applied to avoid the
cochannel interference, and thus the inter-ring cochannel interference
will not be considered in this work. In a multichannel network [21],
the dynamic frequency assignment can flexibly utilize the available
channels, but it needs a multichannel MAC protocol that is sometimes
complicated. In the considered ring-based WMN, however, the fixed
frequency planning is simple because it only needs to consider the
width of each ring to ensure a sufficient cochannel reuse distance.
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The carried traffic load in each mesh node includes its own traffic
and the forwarded traffic from other users. Assume that all the nodes
in the inner ring Ai share the relayed traffic from the outer ring Aiþ1.
Suppose that the user density is r. The average number of nodes ci in
the ring Ai can be expressed as

ci ¼ rai ¼
rp r2

i , for i ¼ 1
rp (r2

i � r2
i�1), for 1 < i � n

�

(7:19)

where ai and (ri� ri�1) are the area and the width of ring Ai, respect-
ively. Let RD and Ri be traffic load generated by each node and the
total carried traffic load per node in ring Ai, respectively. Then, it is
followed that

Ri ¼
ciþ1

ci
Riþ1 þ RD

¼
Pn

j¼iþ1 cj

ci
þ 1

" #

RD (7:20)

For the outermost ring An, Rn ¼ RD.

7.4.2 Wireless Collision Domain and Sensing Region

The wireless collision domain is defined as a region where a number
of users are contending for the same radio channel. Figure 7.9 shows a
wireless collision domain in the ring Ai, which is an annulus sector
with the central angle of uW,i. Furthermore, we define the sensing
region as the maximal area in which any two users can sense the
activity of each other. In Figure 7.9, the sensing region in the ring Ai is
an annulus sector with a central angle of uS,i. Let lRC be the distance
between two opposite boundaries of the sensing region. As shown in
the figure, the central angle uW,i of the wireless collision domain in the
ring Ai is equal to the angle uS,i�1 of the sensing region in the ring Ai�1.
That is

uW , i ¼ uS, i�1

¼ 2 sin�1 lRC

ri�1 þ ri�2

� �

, for lRC � (ri�1 þ ri�2)

p, otherwise

8

<

:

(7:21)

Besides, the areas AW,i and AS,i of the wireless collision domain and the
sensing region can be expressed respectively as
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AW,i ¼
uW, i

2
(r2

i � r2
i�1) (7:22)

AS,i ¼
uS, i

2
(r2

i � r2
i�1) (7:23)

Noteworthily, under the ring-based cell structure, the wireless colli-
sion domain is larger than the sensing region. As the example in
Figure 7.9, users A and P in the ring Ai belong to the same wireless
collision domain, but user A is out of the sensing region of user P. This
phenomenon is due to the fact that the four-way handshaking request-
to-send/clear-to-send (RTS/CTS) mechanism is employed to avoid the
hidden node problem. When user A is sending data to user B, user P
can send a RTS frame to user Q in the ring Ai�1. Nevertheless, user Q
can not reply a CTS frame to user P because user B is inside the
sensing region of user Q. In this case, the existence of transmitter
in the region VR invalidates the RTS request of P. Consequently,
the region VR with a central angle of (uW,i� uS,i) is defined as the
working-in-vain region of P. Such impacts of ring structure on frame
contention will be incorporated into the cross-layer throughput
model.

ri

Gateway
(central AP)

lRClRC AiAi–1

A

B
qW,i qS,i

P Q ri–1ri–2

qS,i−1

(ri−1 + ri−2)/2

(ri + ri −1)/2

VR

Wireless collision domain with qW,i in Ai

Sensing region with qS,i in Ai

Sensing region with qS,i−1 in Ai −1

Working-in-vain region of user P

Figure 7.9 Examples of wireless collision domain and sensing region in the
ring-based wireless mesh network.
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7.5 CROSS-LAYER THROUGHPUT ANALYSIS

7.5.1 Channel Activity in Ring-based Multihop WMN

InaCSMA-basednetwork, theactivityof the radiomediumcanbe logically
described by a sequence of effective time slots [24–26]. Subject to the
backoff procedures, an effective time slot is defined as the time interval
between two consecutive backoff counter decrements of the considered
user. Therefore, there are five types of effective time slots, including

1. Successful frame transmission from the considered user
2. Unsuccessful frame transmission from the considered user
3. Empty slot, when all the users are backlogged or idle
4. Successful frame transmission from other user
5. Unsuccessful frame transmission from other user

Their durations are defined as T1 ¼ T4 ¼ TS, T2 ¼ T5 ¼ TC, T3 ¼ s,
where s is the duration of an empty slot, TS and TC detailed in
Equation 7.35 and Equation 7.36 are the successful transmission time
and collision duration, respectively. Thus, the average duration Ty of
the effective time slot can be written as

Ty ¼
X

5

j¼ 1

njTj (7:24)

Here, nj is the corresponding probability for the effective slot type and
will be calculated in the following.

7.5.1.1 Successful/Unsuccessful Transmission from
Considered User

The considered user P can successfully send data, as long as no other
user is transmitting in the adjacent wireless collision domains of P, as
shown in Figure 7.10. Consider the user P along with its adjacent
wireless collision domains influenced by two neighboring transmitters
PL and PR. Let cL and cR represent the positions of PL and PR, respect-
ively. If the transmitter PL (or PR) is within the working-in-vain regions
of user P (i.e., cL or cR 2 [uS,i, uW,i]), the considered user P still can
send the RTS request at the beginning of an effective slot. However,
user Q will not reply the CTS acknowledgment since user QL (or QR) is
inside the sensing region of user Q. Suppose that ZW,i is the channel
utilization in a wireless collision domain as defined in Equation 7.42,
which represents the average probability that in the adjacent wireless
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collision domain one user is delivering its data traffic. Referring to
Figure 7.10, the working-in-vain probability Py of one user can be
computed by

py ¼ 1� Pr {cL, cR 62 [uS,i, uW ,i] }

¼ 1� 1� ZW ,i
uW ,i � uS,i

uW ,i

� �2

(7:25)

Now, we consider the case that both transmitters PL and PR are not in
the working-in-vain regions of user P (i.e., cL, cR 2 [0, uS,i]). In the
considered area, only the users in the area {2AW,i� (XLþXR)} are able
to send RTS frames as shown in Figure 7.10. Those users in regions XL

and XR cannot send their requests since the transmitters PL and PR are
located in their sensing regions. Let fX be the average central angle for
the region XL. Then, the average number of contending users in the
considered area of angle 2uW,i is equal to the number of users in
the area of {2AW,i� (XLþXR)}, i.e.,

AiAi −1

fX

XR

qS,i

qW,i

ri−2ri−1ri

qS,i

qS,i −1

P

Q

qW,i

qS,i

qW,i

Gateway
(central AP)

XL

qS,i−1

QR

PR

QL

PL

qS,i

Working-in-vain region

yL
yR

Considered user P and area with 2qW,i

Figure 7.10 The considered user P and two adjacent wireless collision domains,
where user P is contending for the radio channel.

Yan Zhang / Wireless Mesh Networking AU7399_C007 Final Proof page 245 23.10.2006 1:18pm

Scalability in Wireless Mesh Networks & 245



c1,i ¼
rai

2p
2(uW,i � ZW ,i �ffX )

¼ rai

p
uW ,i �

ZW ,i

uW ,i

ðuS,i

0

cL dcL

� �

¼ r(r2
i � r2

r�1) uW ,i �
ZW ,iu

2
S,i

2uW ,i

 !

(7:26)

where r is the user density; ai is the area of ring A i; uS,i is the central
angle of the sensing region as defined in Equation 7.21;
fX ¼ (cLþ uS,i)� uS,i ¼ cL is the central angle of the region XL and
cL is uniformly distributed in [0, uW,i] as shown in Figure 7.10. Subject
to the RTS/CTS procedures, the frame collisions may occur only when
the contending users concurrently deliver their RTS requests at the
beginning of an effective slot. Let t be the transmission probability of
an active user, as detailed in Equation 7.38. Suppose that P0 is the
average probability of a user being idle due to empty queue, as
defined in Equation 7.40. Incorporating the impacts of ring structure
on frame contention, the unsuccessful transmission probability py can
be computed by

pu ¼ py þ (1� py)[1� (1� t(1� P0))
c1, i�1 ] (7:27)

Here, the first term accounts for the probability that at least one
transmitter is inside the working-in-vain regions of user P. That is,
the considered user P will not receive the CTS acknowledgment. The
second term represents the probability that the RTS request from the
considered user is collided with other RTS frames.

In the result, given that the considered user has a nonempty
queue, the probability that in an effective slot the considered user
successfully/unsuccessfully transmits its traffic can be expressed as

n1 ¼ t(1� pu) (7:28)

n2 ¼ tpu (7:29)

7.5.1.2 Empty Slot
As shown in Figure 7.11, the considered user P observes an empty
slot, as long as all the users in the sensing regions of user P are silent.
Within the sensing regions of user P, the users in regions YL and YR can
not send their RTS requests due to the influence from the transmitters
PL, and PR. Let fY be the average central angle of the region YL. In the
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considered area of angle 2uS,i, the average number of contending users
is equal to the number of users in the area of {2AS,i� (YLþYR)}, i.e.,

c2,i ¼
rai

2p
2(uS,i � ZW ,i �ffY )

¼ rai

p
uS,i �

ZW ,i

uW ,i

ðuW ,i

0

max (0, cL þ uS,i � uW ,i)dcL

� �

¼ r(r2
i � r2

r�1)

�

uS,i �
ZW,iu

2
S,i

2uW,i

�

(7:30)

where fY ¼ max (0, cLþ uS,i� uW,i ) is the central angle of the region
YL, as shown in Figure 7.11. Therefore, from the viewpoint of the
considered user P, the empty-slot probability can be computed by

n3 ¼ (1� t)[1� t(1� P0)]
c2, i�1 (7:31)

QR

PR

AiAi −1

QL

PL qS,i

qS,i −1

ri −2ri −1ri

qS,i

 qS,i −1

P

w

Q

qS,i qS,i

qW,i
qW,i

yL

Gateway
(central AP)

P�

Q�

fY

yR

aL
aR

YL YR

Considered user P and area with 2qS,i

Figure 7.11 The considered user P and its two sensing regions, where user P is
backlogged at the current slot.
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where the first term is the probability of the considered user being
backlogged, and the second term represents the probability that all the
other users are backlogged or idle.

7.5.1.3 Successful/Unsuccessful Transmission from Other User
To calculate the probability of successful transmission from other user,
we consider user P and its two sensing regions, as shown in
Figure 7.11. Given that the considered user P is backlogged at the
current slot, the probability that at least one user sends its RTS request
is equal to potr ¼ 1� [1� t (1�P0)]

c2,i�1, where c2,i derived in Equation
7.30 is the average number of contending users in the considered area.
Suppose that Xj is the probability of the considered area being influ-
enced by j neighboring transmitters. Consequently, in the considered
area of angle 2uS,i, the conditional probability that there is at least one
successful transmission from other user can be expressed as

pos ¼

P

2

j¼ 0
(2s1, j � s2, j)Xj

potr
(7:32)

where Xj ¼ ( 2
j ) Z

j
W ,i (1� ZW ,i)

2�j , s1, j is the probability that the left-
side sensing region of user P has a successful transmission, and s2, j is
the probability that each sensing region of P has a successful trans-
mission. Then, from the viewpoint of the considered user P, the
probability of an effective slot containing successful/unsuccessful
transmission from other user can be expressed as

n4 ¼ (1� t)potr pos (7:33)

n5 ¼ (1� t)potr (1� pos) (7:34)

where the first term accounts for the probability of the considered user
being backlogged. Due to page limitation, the derivations for s1, j and
s2, j are omitted.

7.5.2 MAC Throughput

First, we calculate the time durations of successful frame transmission
and collision. Let l be the payload size of data frame, ma and mc be the
transmission PHY mode for data frames and that for control frames,
respectively. Subject to the IEEE 802.11 CSMA MAC protocol with
RTS/CTS, the successful frame transmission time TS and collision
time TC are expressed as follows:
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TS ¼ TRTS(mc)þ dþ SIFSþ TCTS(mc)þ dþ SIFS

þ TDATA(l, ma)þ dþ SIFS

þ TACK(mc)þ dþ DIFS (7:35)

TC ¼ TRTS(mc)þ dþ DIFS (7:36)

where d is the propagation delay, SIFS and DIFS stand for the dur-
ations of a short interframe space and a distributed interframe space.
TDATA (l, ma) is the transmission time for a data frame with payload
size l using PHY mode ma. TRTS (mc), TCTS (mc), and TACK (mc) are the
transmission durations for RTS, CTS, and acknowledgment (ACK)
control frames using PHY mode mc, respectively. According to
the IEEE 802.11a WLAN standard [27], the values of TDATA (l, ma),
TRTS (mc), TCTS (mc), and TACK (mc) can be specified.

To evaluate the MAC throughput in the ring-based WMN, we should
consider the impacts of the physical layer ring structure on frame
contention. Consider a binary exponential backoff procedure with
the initial backoff window size of W. Let mbk be the maximum backoff
stage. Therefore, the average backoff time can be calculated by

Bk ¼ (1� pu)
W � 1

2
þ pu(1� pu)

2W � 1

2
þ � � �

þ pmbk
u (1� pu)

2mbk W � 1

2

þ p(mbkþ1)
u (1� pu)

2mbk W � 1

2
þ � � �

¼ [1� pu � pu(2pu)mbk ]W � (1� 2pu)

2(1� 2pu)
(7:37)

where pu is the unsuccessful transmission probability with considering
the impacts of ring structure in the physical layer, as defined in
Equation 7.27. Since a user transmits frames every (Bk þ 1) slots [28],
the transmission probability t for a user can be written as

t ¼ 1

Bk þ 1
¼ 2

1þW þ puW
Pmbk�1

i¼0 (2pu)i
(7:38)

From Equation 7.27 and Equation 7.38, we can obtain the unique
solution of t and pu for a given idle probability P0 of a user. The idle
probability P0 will be derived by the following queueing model.

Figure 7.12 illustrates the proposed discrete-time queueing model
for a user in the ring Ai, where the state variable ki represents the
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number of frames queued in the user. As defined in Section 7.5.1, in
each effective time slot one user can successfully transmit its data
frame with probability n1. Consequently, the total contention delay
spent for a frame (i.e., the frame service time) will be a geometric
random variable with the mean of 1/n1 effective slots. In a multihop
network, this phenomenon means that the arrival process of relayed
traffic is also Markovian since the interarrival time of relayed traffic is
geometrically distributed. Let l be the payload size of data frame.
Then, it is reasonable to assume that the frame arrivals at one user
follow a Poisson process with a rate of l ¼ Ri /l frames/s. Here, Ri is
the total carried traffic load of a user in the ring Ai, including the local
traffic of user and the forwarded traffic from others, as defined in
Equation 7.20. From above considerations, the state-transition prob-
abilities for the queue model can be defined as

pk,kþ1 ¼ x ¼ lTy

pk,k�1 ¼ n1

pk,k ¼ 1� x � n1 (7:39)

Then, we can derive the state probability [29]

Pk ¼ uk
c(1� uc) (7:40)

where uc ¼ x/n1 and the idle probability of a user can be given as
P0 ¼ (1�uc ).

Now, we evaluate the MAC throughput of one user. On top of the
effective slot concept, the average busy probability ZO,i of one user and
the channel utilizationZW,i in awireless collisiondomainare expressedas

ZO,i ¼
n1T1(1� P0)

Ty

(7:41)

10

1 − c 1 − c − n1 1 − c − n1 1 − c − n1

2

c

n1 n1n1n1n1

cccc

... ...ki

Figure 7.12 State transition diagram for the considered user, where the state
variable ki is the number of frames queued at the considered user.
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ZW ,i ¼
rai

2p
uw,i ZO,i (7:42)

where n1 is the probability that one user successfully sends a frame in
an effective slot, T1 ¼ TS is the time duration for successful frame
transmission, Ty is the average duration of the effective slot, and
rai

2p
uw,i is the number of users in a wireless collision domain. From

Equation 7.24, Equation 7.28, and Equation 7.40 through Equation
7.42, n1, Ty, and Pk can be calculated by using an iterative method.
Then, the capacity Hi(d ) of a mesh link between two nodes at a
separation distance d can be calculated by

Hi(d ) ¼ n1T1

Ty

� l

TS
¼ n1l

Ty

(7:43)

where l is the payload size of data frame. It is noteworthy that the
payload size l of data frame will be affected by the separation distance
d and the PHY mode ma, which will be discussed in the following.

In the multihop WMN, the throughput of wireless link is also
affected by the hop distance. Generally, the radio signal will not
only suffer from the path loss, but also from shadowing as well as
multipath fading. With consideration of these radio channel effects,
we assume that the average reception ranges for eight PHY modes are
respectively dj, j ¼ 1, 2, . . . , 8, where d1>d2 > � � � > d8. In principle,
two users with a shorter separation distance can transmit at a higher
data rate. Therefore, the transmission PHY mode ma is determined
according to the separation distance d between two users, i.e.,

ma ¼ j, if djþ1 < d � dj (7:44)

Furthermore, we suggest that all data frames have the same transmis-
sion time TDATA (l,ma). That is, the payload size l of data frame is
determined by the adopted PHY mode ma. The same transmission
time for each data frame can achieve fairness and avoid throughput
degradation due to low-rate transmission [30,31].

7.6 OPTIMAL COVERAGE AND CAPACITY
OF RING-BASED MESH CELL

7.6.1 Problem Formulation

Coverage and throughput are both essential performance issues in a
WMN. From the viewpoint of deployment cost, a larger coverage area
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per cell is better since it requires less APs. From the standpoint of link
throughput, however, a smaller cell is preferred since less number of
users will share the radio channel resource. In the following, we
formulate an optimization problem to determine the optimal width
of each ring subject to the trade-off between coverage and capacity.

To begin with, we discuss the constraints in the considered opti-
mization problem:

& It is obvious that the capacity HC (i) of the lowest-rate link in
ring Ai should be greater than the traffic load carried at each
node Ri (defined in Equation 7.20), i.e., HC (i) ¼ Hi(ri� ri�1) �
Ri, where (ri� ri�1) is the width of ring Ai. This constraint
guarantees the minimum throughput for each user. As shown
in Figure 7.13, the lowest-rate link in ring Ai is the link between
nodes PC,i and QC,i at a separation distance d ¼ (ri� ri�1).

& The maximum reception range should be larger than the ring
width (ri� ri�1), i.e., (ri� ri�1) � dmax ¼ d1.

& The ring width should be greater than the average distance dmin

between two neighboring nodes, i.e., (ri� ri�1) � dmin where
dmin ¼ 1=

ffiffiffi

r
p

(m) is dependent on the user node density r.

r1

r3
r2

r4

Gateway
(central AP)

A4A3A2A1

Examples of most congested links

PC4

QC4

PC3

QC3

PC2 QC2

PC1

Figure 7.13 Examples for the lowest-rate links for a ring-based mesh cell with
n ¼ 4.
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7.6.2 MINLP Optimization Approach

From the above considerations, the optimal coverage issue in a WMN
can be formulated as an MINLP problem with the following decision
variables: n (the number of rings in a mesh cell) and r1, r2, . . . , rn. The
objective function is to maximize the coverage of a mesh cell as
follows.

MAX
n, r1, r2, ..., rn

rn(coverage of a mesh cell) (7:45)

subject to

HC (i) � Ri (7:46)

dmax � (ri � ri�1) � dmin (7:47)

n 2 Zþ (7:48)

7.6.3 Numerical Examples of Ring-based WMN

The system parameters are summarized in Table 7.3 and Table 7.4. We
will consider a simple case where all the ring widths in a cell are the
same, i.e., (ri� ri�1) ¼ r. The control frames (RTS/CTS/ACK frames)
are transmitted with PHY mode mc ¼ 1 for reliability. The mesh nodes
are uniformly distributed with density r ¼ (100)�2 (nodes/m2). We
assume the sensing range lRC ¼ gI dmax, where gI is 1.5. The chosen
data frame payload sizes for eight PHY modes are {425, 653, 881, 1337,
1793, 2705, 3617, 4067 (4095�MAChdr�MACFCS)} bytes [30]. Refer-
ring to the measured results [22], the corresponding average reception
ranges are dj ¼ {300, 263, 224, 183, 146, 107, 68, 30} m. It is true that
these reception ranges vary for different environments. However,
the proposed optimization approach is general enough to evaluate

Table 7.3 System Parameters for Numerical Examples

Symbol Item Nominal Value

r User node density (100)�2 m�2

RD Demanded traffic of each user node 0.5 Mbps

dmin Minimum of ring width, i.e., (1=
ffiffiffi

r
p

) 100 m

dmax Maximum reception range 300 m

lRC Sensing range (gI dmax) 450 m
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the performances of different WMNs by adopting various reception
ranges.

In Figure 7.14, the achieved cell coverage against the number of
rings in a mesh cell for RD ¼ 0.5 Mbps is shown. One can observe that

Table 7.4 Relevant Network Parameters
for an IEEE 802.11a WLAN

PHY Mode for Data Frame, ma 1 � 8

PHY Mode for Control Frame, mc 1 (6 Mbps)

Propagation delay, d 1 ms

SIFS 16 ms

DIFS 34 ms

Empty slot time, s 9 ms

mbk 6

Initial contention window, W 16
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Figure 7.14 Cell coverage vs. the number of rings n in a mesh cell, where the
demanded traffic per user is RD ¼ 0.5 Mbps.
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the optimal achieved cell coverage is 412 (m) with n ¼ 4. Compared
with the coverage of the single-hop network (n ¼ 1), the multihop
mesh network improves the coverage by 77%. Figure 7.15 illustrates
the capacity performance against the number of rings in a cell, for
RD ¼ 0.5 Mbps. In this example, the corresponding optimal cell
throughput is 26.7 Mbps with n ¼ 4. Compared with n ¼ 1, the multi-
hop mesh network improves the cell throughput by 215%.

Figure 7.14 and Figure 7.15 show that the proposed ring-based
WMN can enhance the cell coverage and throughput compared with
the single-hop network. More importantly, we find that the optimal
number of rings is equal to n ¼ 4 for RD ¼ 0.5 Mbps. In these figures,
it is shown that the more the number of rings in a mesh cell, the better
the coverage and capacity. However, the constraints on the mesh link
throughput and the separation distance between the mesh nodes
determine the optimal solution.

1 2 3 4
8

10

12

14

16

18

20

22

24

26

28

Number of rings in a cell, n

C
el

l c
ap

ac
ity

 (
M

bp
s)

Figure 7.15 Achieved cell capacity vs. the number of rings n in a mesh cell,
where RD ¼ 0.5 Mbps.
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Figure 7.16 shows the ring width for various number of rings n in a
cell. Referring to this figure, when the number of rings increases, the
ring width decreases. In general, when the number of rings n in a cell
increases, the cell coverage also increases as shown in Figure 7.14. For
handling the increment of relay traffic as n increases, each ring width
will decrease to shorten the hop distance and thus improve the link
capacity. However, since the ring width should be larger than the
average distance between two neighboring nodes as discussed in
Section 7.6.1, there exists a maximum value of n. In this example,
the maximum allowable number of rings in a mesh cell is n ¼ 4.

7.7 SUMMARY

WMNs are the promising solution in the next-generation communica-
tion system to support the ubiquitous broadband services by low
transmission power. However, multihop networking suffers from the
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Figure 7.16 Ring width r vs. the number of rings n in a cell, where RD ¼ 0.5
Mbps.
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scalability issue. This chapter addresses this key challenge of the WMN
from a network architecture perspective. We consider two main
application scenarios of WMNs, including the dense urban and wide-
area scenarios. The proposed WMNs are scalable in terms of coverage,
since the frequency planning with multiple available channels can
effectively resolve the contention issue and thus the throughput can
be ensured by properly designing the deployment parameters. We
investigate the optimal trade-off between capacity and coverage for
the scalable WMNs. In addition, we apply the MINLP optimization
approach to determine the optimal deployment parameters, subject
to the trade-offs between throughput and coverage.

7.8 OPEN ISSUES

Scalability is a quite desirable feature of WMNs. With the support of
this feature, the network performances including user throughput and
even the quality of service (QoS) (e.g., delay, jitter, and packet loss
rate) can still be maintained as network coverage and users increase.
In the following, we will discuss some interesting issues in WMNs,
from the viewpoint of scalability.

7.8.1 Quality of Service (QoS)

It goes without saying that the multihop communications can extend
the coverage of an AP with more hops and/or longer hop distance.
However, the repeatedly relayed traffic with more hops will easily
exhaust the radio resource and degrade the quality of service, e.g.,
higher delay and jitter. Meanwhile, longer hop distance will also
lead to lower data rate in the relay link between nodes and then higher
delay. Therefore, maintaining the throughput and QoS while extending
the coverage area of a multihop network is an essential issue.

Another interesting issue is to support differentiated services with
different priorities. In the literature, there are some delay guarantee
mechanisms proposed for WLAN. The point coordination function
(PCF) of IEEE 802.11 WLAN standard is used to send delay-sensitive
services in the contention free periods [32]. Based on the distributed
coordination function (DCF), the work [33] supports delay differenti-
ation by adjusting the interframe space and the contention window
size. Another well-known QoS mechanism is the enhanced DCF
(EDCF) in IEEE 801.11e [34], which groups services into eight categor-
ies with different priorities. By EDCF lower delay can be achieved by
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using the higher access priority. However, these works [32–34] mainly
focus on the single-hop wireless networks.

In the WMN, mesh nodes are connected to the central gateway in a
multihop fashion. At each hop, the packet may be delivered at differ-
ent transmission rate with different packet loss rate, thereby experi-
encing different queuing delay and contention delay. Due to lack of
central control, as network size increases, providing end-to-end QoS
guarantees for different service types in multihop WMNs is still a
challenge.

7.8.2 Cross-Layer Design

Cross-layer design can improve the network performance and scal-
ability. For example, this chapter exploits the physical layer system
architecture with a simple multichannel frequency planning to
improve MAC throughput as network size increases, thereby making
the WMN more scalable. Indeed, in the wireless networks, there are
many interactions among the transport, routing, MAC, and physical
layer protocols. For example, the transmission power and rate in the
physical layer will influence MAC throughput and routing decisions.
The link selection in the routing layer will affect the MAC layer
contention level. In addition, the MAC protocol can adapt the backoff
window size according to the end-to-end delay information provided
by the transport layer. How to exploit cross-layer interactions in the
design of high-performance scalable WMNs and how to optimize the
performances of WMNs are very interesting issues.

However, it should be noted that cross-layer design will face the
loss of design abstraction and the incompatibility with existing proto-
cols [35]. Furthermore, any protocol modification may result in
unforeseen impact on the whole system, and difficulty in manage-
ment. To avoid these potential problems, some design principles have
been suggested [35].

7.8.3 Cooperative Communications

Differing from the conventional WMN, in cooperative communication
systems different users in the wireless network will collaborate to
deliver traffic, through distributed transmission and processing
[36,37]. Specifically, user information is delivered not only by the
source node, but also by the cooperative relays. Then, the destination
node combines these signals transmitted from different nodes. By
doing so, several single-antenna cooperative relays can form a virtual
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antenna array system to combat server path loss and fading, thereby
improving link reliability and capacity. In addition, cooperative com-
munications also help achieve a low-power communication system
and realize seamless networking.

Obviously, low transmit power and high reliability are two appeal-
ing features of cooperative communications. Low transmit power will
reduce contention collisions and improve the efficiency of spatial
frequency reuse. High communication reliability will further improve
relay link capacity and reduce retransmission delay. Therefore, these
features can be employed to improve the network scalability.

To conclude, in the design of a practical scalable cooperative
communication system, many important issues still need to be
addressed, including system architecture design; capacity, perform-
ance analysis and optimization; QoS, resource management and
scheduling; MAC and routing protocol design.
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In a wireless mesh network (WMN), load balancing is critical to utilize
the network capacity efficiently. The effects of unbalanced load
include gateway loading, center loading, and bottleneck node forma-
tion. The gateway nodes connect the WMN to the external Internet.
The traffic aggregation at the gateway nodes creates load imbalance at
certain gateways which in turn results in congestion, packet loss, and
buffer overflow, at the gateway nodes. In addition, the gateway’s
backhaul connection to the external network may be bandwidth con-
strained. Hence, load balancing across gateways in a WMN is critical
for improving the bandwidth utilization and network scalability.

Another issue arising out of unbalanced load in a WMN even with
uniform node density and uniform traffic density, is the center load-
ing. This is primarily due to shortest path routing. The shortest path
routing, i.e., routing in which a path is chosen as close to the straight-
line path between the source and the destination as possible, seems to
be an attractive alternative to any nonlinear path. However, in shortest
path routing schemes, WMN nodes closer to the center of the network
lie on more such shortest paths than nodes farther away and hence
become points of contention. The WMN nodes that lie on too many
paths exhaust their resources such as bandwidth, processing power,
and memory storage in static WMNs. Moreover, in portable WMN
nodes with limited battery energy reserve, load balancing assumes
even bigger significance. Nonuniform loading of a WMN prevents
effective data forwarding and thus reduces the bandwidth achieved
by the nodes. Further, the number of collisions during transmission
increases with the increase in contention for a particular mobile node,
leading to a degradation in throughput. Also, the bandwidth usage at
any part of the network depends upon the number of nodes contend-
ing for the bandwidth in a region and the traffic on each of them.
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The region of maximum bandwidth utilization becomes the bottle-
neck for the load on the entire network.

In addition to the gateway nodes and the center of the network,
certain nodes that are located at critical positions in the WMN form
network bottlenecks. Such nodes are also likely to get heavily loaded
other than the normal nodes, gateway nodes, and the nodes at the
center of the network. Therefore, load balancing is an essential ingre-
dient in improving the achievable throughput and also for improving
the scalability of the WMN.

Gateway-based load balancing solutions discussed in this chapter
attempt to relive or balance the load that may be present in a WMN
with multiple gateway nodes. Ring-based routing schemes distribute
the load, close to the center of the network, over to the periphery of
the network. This chapter discusses the issues related to nonuniform
load distribution in a WMN and their effects on the performance of
WMNs. Followed by the issues related to the nonuniform load, this
chapter presents solutions for gateway load balancing, solutions for
avoiding center loading, theoretical formulations for estimating the
load distribution when different load balanced routing strategies are
employed, and presents a few other solutions for load balancing.

8.1 INTRODUCTION

With the use of multihop wireless relaying, increasing number of
users, and the very limited electromagnetic spectrum, the WMN is
limited by two main resources: bandwidth and network capacity.
While bandwidth refers to the data rate achievable through the radio
interface, capacity refers to the data transport capacity available for
each node in the network. Many attempts have been made to opti-
mally utilize the available bandwidth and load balancing is one of
them. The chief motivation behind the exploration of load balancing
techniques is their ability to provide a higher network capacity and
more balanced resource usage in order to achieve a higher throughput
for nodes. For example, load balanced routing addresses the problem
of contention for some nodes that lie on many shortest paths, which
once again leads to the problem of unfairness in terms of opportunity
to relay. In a system where mobility is high this problem may not be
as significant as in WMNs, because mobility may cause mobile nodes
located in a congested location to move to less congested locations
and vice versa, thus on an average each node will relay the same
amount of data.
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Unlike an autonomous ad hoc wireless network, a WMN is primarily
designed to provide connectivity to the wired network infrastructure,
i.e., the Internet. Therefore, inorder to improve thebandwidth available
to the backbone network, it is a usual practice to add multiple gateways
to the WMN. The important problems resulting from load imbalance in
WMNs are: (a) relay induced capacity degradation, (b) overloading of
certain gateway nodes, (c) overloading of WMN nodes closer to the
center of the network, and (d) formation and overloading of bottleneck
nodes. The major challenges in solving each of the above issues and
existing solutions which attempt to solve them are presented.

The use of WMNs provides a fast and low-cost access to the
Internet for the residential and mobile users. In WMNs, traffic is routed
using multiple hops to a gateway which is connected to the Internet.
In a given network, there may be multiple gateways and the regions
close to the gateways and the gateways themselves may become
bottleneck in the network resulting in larger packet loss due to con-
gestion. Therefore, load balancing across the gateways is very import-
ant in providing a better service in WMNs.

The use of multihop relaying in WMNs imposes certain issues
specific to these networks. The prominent among them is the relay
induced load and interference. The relaying process when applied on
single channel systems with carrier sense multiple access protocols
prevents simultaneous transmission across neighborhood hops. In a
linear string topology WMN, during the transmission on the first hop,
at least the subsequent two hops cannot proceed with transmission.
This almost limits the capacity achieved by a multihop relayed path in
comparison to the physical layer data rate. Therefore, in an ideal case,
the multihop throughput achieved is less than one-third [1] of the
physical layer data rate. With the presence of interference, this
capacity further degrades. Therefore, the throughput degradation
associated with the relaying process prevents efficient use of the
channel and one method to improve the system capacity is to use
load balancing approaches, the focus of this chapter. This chapter
mainly focuses on the following: (a) solutions for gateway loading,
(b) solutions for center loading, and (c) other load balancing routing
solutions. In addition to the above, the theoretical formulations for
analyzing the load distribution and path length are provided.

The rest of this chapter is organized as follows: Section 8.2 provides
a detailed explanation of solutions for gateway load balancing and
Section 8.3 explains the issues and solutions for avoiding the center
loading problem in WMNs. Section 8.4 briefs other prominent issues in
load balancing in WMNs and Section 8.6 summarizes the chapter.
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8.2 GATEWAY LOAD BALANCING
IN WIRELESS MESH NETWORKS

Gateway nodes connect a WMN to the wired network, generally to the
Internet. Therefore, traffic aggregation happens at gateway nodes
which essentially limits the WMN’s capacity. In addition to the
limited capacity, the gateway node particularly expends much more
energy for handling large number of packets it forwards, and this
high energy consumption leads to quicker failure of gateway nodes
in energy constrained WMNs. Therefore, gateway load balancing
assumes significance in order to achieve the following:

& Efficient traffic allocation
& Efficient use of backhaul links
& Maximal use of network capacity
& Minimizing the resource consumption at the gateway nodes
& To counter the effects of traffic imbalance due to node

mobility

In a WMN with multiple gateways, load balancing is particularly
important when there exists low bandwidth backhaul links. The back-
haul networks may be heterogeneous types. For example, a WMN
may use a wide variety of backhaul links such as wired network links,
wireless local area network (LAN) links, cellular network links such as
GPRS, UMTS, and CDMA 2000, data CDMA networks such as 1�RTT,
and 1�EVDO, WiMAX networks, and satellite links. The type and
characteristics of the network affect the bandwidth and latency of the
backhaul link of the gateways. For example, a WLAN backhaul may
support, depending on the technology used, data rates from 1 Mbps
(IEEE 802.11) to 54 Mbps (IEEE 802.11 a/g) whereas cellular networks
may provide data rates from 100 Kbps to 2 Mbps.

Since traffic load and load variation across a set of gateways are
dynamic factors, quantifying the imbalance of load requires param-
eters reflecting the load variation. One measure for quantifying the
load gradient across gateways is the index of load balance (ILB) [2]
which is defined as

ILB ¼ max {LIi}�min {LIi}

max {LIi}
(8:1)

where LIi refers to the load index, of a particular gateway i, which is

defined as LIi ¼
P

k2N
bki�Tk

Ci
. Here the factor bki is the fraction of node
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k’s traffic that is sent through gateway i, Tk is the total traffic generated
by node k, and Ci is the capacity or bandwidth of the backhaul links
connected to the gateway node i. Essentially, the LI represents what
fraction of the gateway’s backhaul link is utilized by a given node k and
the ILB reflects the variation among the gateways. The LI values range
from zero to one where one represents a 100% loaded gateway. There-
fore, a perfectly load balanced set of gateways provide a value for ILB as
zero and a highly unbalanced system provides an ILB value of 1.
Ideally, the objective of any load balancing scheme is to obtain an ILB
value as small as possible. It is also possible that the gateway may run
out of bandwidth capacity on its backhaul link. On such occasions,
either a fair scheduling solution or congestion control solution is
necessary to avoid the problems of excessive delay faced by the packets
forwarded through the gateway nodes. The major categories of gate-
way load balancing, i.e., (a) moving boundary-based load balancing
(MBLB), (b) partitioned host-based load balancing (PHLB), and (c)
probabilistic striping-based load balancing (PSLB) are discussed in
Section 8.2.1.

8.2.1 Moving Boundary-Based Load Balancing

The primary objective of MBLB approach is to define the flexible
boundary around each of the gateway nodes where the WMN nodes
that fall within the boundary are directed to communicate through that
gateway. In order to handle the variation in the traffic load that the
gateways experience, the boundary region is periodically redefined.
The two main approaches under this category are: (a) shortest path-
based moving boundary approach and (b) load index-based moving
boundary approach.

8.2.1.1 Shortest Path-Based Moving Boundary Approach
According to this approach, every WMN node is associated with a
particular gateway called its dominator gateway. Each gateway adver-
tises its presence through broadcast packets to its one-hop neighbors
periodically. The WMN nodes which receive the gateway advertise-
ment packet identifies the gateway as its dominator gateway and use it
for their external communication. This dominator gateway is also
called a serving gateway. The one-hop neighbors of the gateway
node forward the gateway advertisement packets after incrementing
the hop-count field in the gateway advertisement packet. Now, it is
likely that a given WMN node may receive advertisement packets from
multiple gateway nodes. In such cases, the WMN node chooses the
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gateway node which is reachable over minimum number of hops for
its external communication. Assuming the set of gateway nodes within
a WMN is denoted as G, then the dominated population for any
gateway i is obtained as D(i) ¼ \8j ¼ G�i {kjk 2 N, a(k, i) � a(k, j)}
where N is defined as the set of WMN nodes, a(a, b) is defined as the
path cost between nodes a and b. Ideally, all nodes closer to a
particular gateway by shortest path routing scheme are under that
gateway’s dominance. The dominating boundary region (DBR) of a
gateway is estimated as coverage region of all the nodes dominated by
the gateway node.

The main advantage of this approach is its simplicity. The primary
issues with this scheme are: (a) the traffic demands from WMN nodes
may not be equal and therefore, achieving load balancing is difficult,
(b) the distribution of gateway nodes within the network may not be
uniform and in such cases, the load imbalance will be proportional to
the difference in the number of nodes closer to each gateway nodes,
and (c) the WMN nodes may also be distributed nonuniformly and
sometimes nodes move within the network area leading to high traffic
imbalance and rapid fluctuations in the gateway load. Figure 8.1
shows a small WMN with four nodes and two gateways (G1 and
G2). The shortest path-based moving boundary approach will lead
to two boundary regions, one each for gateways G1 and G2. As can be
seen from the figure, the gateway G1 has a much smaller cluster
compared to gateway G2 and therefore, this approach may not yield
good load balancing across the gateways.

G1

G2

N1 N2

N4

N3

Boundary region or G1

Boundary region or G2 

Figure 8.1 Disadvantage of shortest path-based moving boundary approach.
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8.2.1.2 Load Index-Based Moving Boundary Approach
The load index-based moving boundary approach [2] provides for a
more dynamic load balancing solution compared to the shortest path-
based moving boundary approach. As per this scheme, each gateway
advertises its current load index (LI) through periodic gateway
announcement packets. The WMN nodes choose their gateway nodes
according to the LI and therefore, the lightly loaded gateway will serve
more nodes and the heavily loaded nodes will serve fewer nodes.

The WMN nodes that receive these gateway advertisement
packets, accepts the gateway as its own gateway if the node does
not already have a dominator gateway or if the LI of the advertisement
packet is lesser than the LI of its current dominator gateway by a
particular threshold value, switching load threshold. Upon reception
of a gateway advertisement packet, every node (Ni) in the network
runs a gateway selection algorithm. When node i receives a gateway
advertisement packet from gateway Gi, the gateway selection algo-
rithm executes the following steps: (a) if Gi is the current dominator
gateway of Ni, it just updates the LIi, load index of gateway i and
forwards the advertisement packet to its neighbors, (b) if Ni is cur-
rently served by a different dominator gateway, k, it switches over to
gateway i with a gateway switching probability Ps if the load threshold
check function, given in Equation 8.2 satisfies, and (c) if the node Ni is
not currently served by any gateway node, it accepts the gateway Gi as
its dominator gateway, updates the LI value, and forwards the adver-
tisement. Every node uses a load threshold check function to make a
decision on whether to choose another gateway as its dominator
gateway and the threshold check function is given by:

Service duration of Gk > Tlimitð Þ AND
LIk � TNi

CGk

LIi þ TNi

CGi

2

4

3

5 > LFT

0

@

1

A (8:2)

Where LIz, TNi
, CGz

, and LFT represents the LI at gateway Z, traffic
generated by node Ni, Capacity of gateway Z, and load fraction
threshold, respectively. The first part of Equation 8.2 avoids frequent
gateway switching by checking if the old gateway has been serving for
a time duration greater than Tlimit. The second part checks if the
switching process leads to creation of bandwidth bottlenecks at the
new gateway. The gateway switching probability is also designed to
avoid frequent switching of gateways even if all other conditions
satisfy. In addition, there is a chance that a lightly loaded gateway
may be flooded with traffic because of the sudden decision by every
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node in the network. The probability of switching factor is designed to
slow down the gateway switching process.

This scheme provides a much more load balanced situation than the
shortest path-based moving boundary solution. On the other hand, this
approach also suffers from certain disadvantages. Figure 8.2 illustrates a
simple topology with two gateways G1 and G2 with four nodes. Here
the gateway G2 needs to forward the advertisement packet for gateway
G1 also. In such cases, the gateway node G2 will experience additional
traffic which is supposed to be directed to G1. Therefore, gateway G2
will almost experience the sum of its own traffic and the traffic for G1
which is forwarded by G2.

Now the switching decision taken by any of the nodes N2, N3, and
N4 to use G1 as its gateway will, in fact, affect gateway G2 also.
Another problem with this approach is rather practical where the
gateway G2 will need additional routing information to route the
packets to gateway G1. This is because, normally nodes have a default
gateway information which directs a gateway to forward any packet
without specific routing instruction. In this example, the default gate-
way information in gateway G2 will direct all externally addressed
packets outside the network and therefore it is likely to forward all the
packets to the backhaul network. In order to route a set of packets to
gateway G1, the gateway G2 requires additional routing entries which,
in practice, is difficult and complex.

8.2.2 Partitioned Host-Based Load Balancing

The PHLB approach classifies the set of nodes into a number of
groups, each designated to be served by a particular gateway node.
Although this approach is similar to the MBLB methods, the major

G1

G2

N2

N4

N3

N1

Figure 8.2 Disadvantage of load index-based moving boundary approach.
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difference stems from the fact that there are no clear boundaries in this
method. Therefore, members of each group may be randomly present
within the network. The two main approaches in this category are: (a)
centralized host partitioning (CHP) approach and (b) distributed host
partitioning (DHP) approach.

8.2.2.1 Centralized Host Partitioning-Based Load Balancing
In order to implement this scheme, a central server which has the
complete load information about all the gateway nodes and the traffic
requirements of all the nodes in the network, is required. The central-
ized server assumes the responsibility of assigning a particular node to
a gateway in such a way that all the gateway nodes are equally loaded.
This node assignment is proven to be NP complete [2] and is compu-
tationally very expensive. Therefore, a heuristic algorithm based on
greedy approach is used to achieve the host partitioning. According to
this heuristic host partitioning algorithm, the nodes are ordered in
descending order according to the traffic requirements and a sequen-
tial assignment of each node Ni to a particular gateway Gi is carried
out based on the minimum LGinew

where LGinew
is estimated as LGinew

¼
LGiþ TNi

/CGi where LGi is the current LI of a gateway i, LGinew
is the

estimated LI of gateway node when the node Ni is assigned to the
gateway Gi, TNi

is the traffic requirement of the node, and CGi is
the capacity of the gateway Gi.

The advantage of this scheme is its capability to provide a near
optimal solution as the allocation is primarily carried out by a central-
ized server. However, this scheme suffers from several disadvantages
such as high information exchange overhead in collecting the traffic
and load information from nodes and gateways and the requirement
for high processing capability for the allocation process.

8.2.2.2 Distributed Host Partitioning-Based Load Balancing
The DHP approach solves some of the disadvantages of the central-
ized approach. In this case, a logical network is formed by the gate-
way nodes in order to exchange load and traffic related information.
In order to form the logical network, the gateway may use the wireless
links between WMN nodes. The WMN nodes periodically update their
dominating (serving) gateway nodes about its traffic demands. Every
gateway, periodically exchanges its load and capacity information to
its neighbor gateways through the logical network. A given gateway
Gi estimates load imbalance and if it experienceshigh load, itdecides to
handover (the process of delegating a node under a loaded gateway to
another lightly loaded gateway) a node, currently served by Gi and the
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removalofwhichwould lead to themaximumreduction in load, toother
gateway which is lightly loaded. In this process, in order to avoid rapid
nodehandover and associated frequent load fluctuation, a givennode is
handed over only if it has been served by the gateway for sufficient
amount of time. In addition, a gateway can handover only one node
during the load estimation interval, a periodic time interval over which
the gateways run the load check. While handing over a node to a lightly
loaded target gatewayGt, theheavily loadedcurrent gatewayGi chooses
a set of potential target gateways if they satisfy the condition
LGi=LGt > LT where LGi, LGt, and LT refer to the load indices of the
current gateway and a potential target gateway, and the load threshold,
respectively. Here the LT is used to avoid frequent fluctuations arising
from minor differences in the load across the gateways. Among the
potential target gateway nodes, the current gateway selects the one
target gateway, to which the handover of the chosen node will lead to
the largest amount of reduction of the ILB. Once the node to be handed
over and target gateway are identified, the current gateway sends a
delegate (Gt) message for instructing the node to start using the new
gateway Gt.

Although this approach is better than the centralized approach, it
also has a few disadvantages. The main disadvantage is that this
scheme depends on the accuracy of information exchanged by the
gateway nodes over the logical network. In addition, the logical
network must be connected and formation of a connected topology
may result in significant control overhead.

8.2.3 Probabilistic Striping-Based Load Balancing

In the above-mentioned MBLB and PHLB approaches, every WMN
node utilizes only one gateway for its external communication. There-
fore, achieving perfect load balancing is very difficult. In PSLB [2]
approach, every node may utilize multiple gateway nodes simultan-
eously and therefore a perfect gateway load balancing is, theoretically,
possible. The two primary approaches in this category are: (a) all node
probabilistic striping and (b) boundary node probabilistic striping
approach.

8.2.3.1 All Node Probabilistic Striping Approach
According to this scheme, every WMN node in the network identifies
all the gateway nodes in the network and attempts to send a fraction
of its traffic through every gateway. Here striping refers to splitting
traffic across to multiple gateways. Every gateway node advertises its
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backhaul capacity throughout the network in a way similar to the
shortest path-based moving boundary approach discussed in Section
8.2.1. The capacity information from all the gateway nodes are col-
lected by every WMN node. Based on the capacity of each gateway
node, a given WMN node estimates what fraction of his traffic can be
sent through each gateway. For example, given that G is the set of
gateway nodes in the network, CGi is the capacity of a given gateway
node i, then a fraction of its traffic equivalent to CGi=

P

j2G CGj is sent
over the gateway CGi. Theoretically this scheme can achieve perfect
load balancing, but in practice, this scheme also suffers from high
control overhead. The traffic striping leads to additional overhead and
inefficiency in the end-to-end connection. For example, consider an
end-to-end TCP connection which undergoes the striping process
across several gateways. Each gateway’s backhaul may experience a
different delay performance and therefore, the end-to-end connection
may experience high packet reordering resulting in large number of
retransmissions.

8.2.3.2 Boundary Node Probabilistic Striping Approach
In comparison with the above-mentioned scheme, only a selected
subset of the WMN nodes choose to enforce the probabilistic striping.
This scheme is also called partially probabilistic routing [2] and it is a
combination of the shortest path-based moving boundary load balan-
cing approach and probabilistic striping approach. In this case, only
the boundary nodes, nodes which are at the boundary similar to that
of the gateway coverage regions in MBLB scheme, employ probabil-
istic striping. In addition, each boundary WMN node can utilize only a
limited subset of available gateway nodes. The number of available
gateways are decided by the number of gateway advertisements that
reach every node. Compared to the previous approaches such as
MBLB, here a filtering is employed on the advertisements from lightly
loaded nodes. Every gateway node broadcasts its capacity information
in gateway advertisements and each WMN node has a primary gate-
way which serves the node. The primary gateway can either be
manually assigned or dynamically obtained by using any of the
above-mentioned schemes. When a WMN node receives a gateway
advertisement from its primary gateway, the node broadcasts it fur-
ther. However, when a WMN node receives a gateway advertisement
from a gateway which is not the node’s primary gateway, then it
forwards the advertisements only if LGi=LGp > LT where LGi is the
ILB of the new gateway and LGp is the ILB of the primary gateway.
The load threshold, LT, helps in broadcasting the advertisements from
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lightly loaded gateway nodes much farther than from highly loaded
gateway nodes. Every node strips its traffic to a set of gateway nodes
G ’ from which it receives gateway advertisement packets. The cardin-
ality of the set G’ ranges from 1 to G where G is the set of all gateways
in the network. A WMN node will strip the traffic among the available
gateways in a probabilistic approach. That is, whenever a packet
needs to be routed, the WMN node routes it to the primary gateway
with a traffic distribution probability Pd and with probability 1�Pd, it
employs the traffic striping approach across gateways in set G’. While
striping the traffic across all gateways in set G ’, a node employs a
probability value proportional to the capacity of the available gateway
capacities. For example, assuming CGi represents the capacity of
given gateway i, then packets will be routed to the gateway k
with the probability CGk

�j2G0CGj
where G ’ is the subset of gateways

from which gateway advertisements reach the given node. Therefore,
while the probability of using the primary gateway for a packet under
consideration is Pd, the probability of using a gateway k2G ’ is
(1� Pd)� CGk

�j2G0CGj
. While this solution, though good for better load

balancing, compared to the above-mentioned approaches, it may not
be useful for incoming connections. This is because, incoming con-
nections may not get striped under this scheme, as the gateway
themselves are not aware of the load balance situation.

8.3 CENTER LOADING IN WIRELESS
MESH NETWORKS

Similar to the gateway loading, another important issue in WMN is the
center loading which refers to the issue of nodes, located near the
geographical center of the network, getting overloaded in comparison
to other nodes in the network. Such overloading is present in every
kind of multihop wireless network and the main reasons behind center
loading are: (i) nodes near the center of the network lie on many
shortest path routes than other nodes in the network, (ii) the use of
multihop relaying, and (iii) the relatively static nature of WMNs.
Though multihop relaying is used in several kinds of networks such
as ad hoc wireless networks, center loading is not a serious issue there
because of the highly dynamic topology of ad hoc wireless networks. In
WMNs, overloading of the WMN nodes closer to the center of the
network still remains a challenging issue as the nodes lie on many
shortest paths, because it is static or with low mobility. The solutions
which attempt to resolve this problem by using schemes that
dynamically determine the load on WMN nodes in the system and

Yan Zhang / Wireless Mesh Networking AU7399_C008 Final Proof page 275 23.10.2006 1:20pm

Load Balancing in Wireless Mesh Networks & 275



thus route new data through less loaded nodes. Such schemes can be
classified broadly into the following types:

1. Networks in which the traffic and load information at each
WMN node is communicated to all its neighbor nodes. In such
cases, the neighbor nodes may decide an alternate next hop
which may be less loaded. This approach is more suitable for a
hop-to-hop routing system.

2. Networks in which the traffic and load information at each
WMN node is communicated to all other nodes in the WMN so
that a source routing with load balanced can be utilized.

3. Networks in which the traffic and load information at each
WMN node is communicated to a central node which helps all
the WMN nodes in finding less loaded routes. This approach is
better suited for hybrid WMN where a central node is avail-
able. Example for such architectures includes throughput
enhanced wireless in local loop (TWiLL) [3] and multihop
cellular networks (MCNs) [4,5].

All the schemes mentioned above have their own advantages and
disadvantages. The first approach has an advantage; the load informa-
tion need not be propagated over the entire network and thus they
avoid flooding caused by the latter. At the same time, the first approach
may be disadvantageous when compared to the second approach
when the number of hops taken by a packet to reach the destination
may not be bounded. Moreover, in some cases the packet may even
end up in a loop if not handled explicitly in the scheme. Further, there
is a possibility of oscillation of load due to the dynamic load-based
routing approach. This is because when nodes are informed that some
nodes and/or gateways are lightly loaded while others are heavily
loaded all the nodes may end up sending data to the lightly loaded
nodes/gateways resulting in rapid fluctuations in the load between the
lightly loaded and the heavily loaded nodes and vice versa. The third
category may not always be feasible in a WMN network as it demands a
centralized node for aiding the load balancing activity. In addition,
communicating the load and traffic information by every node in the
network may lead to scalability and performance issues with the
centralized node in a large WMN.

The center loading problem is also called a ring formation problem
in ad hoc wireless networks where the power constrained nodes fail
much earlier at the center of the network thus leading to a ring-shaped
network [7]. This problem causes, in the center region, increased MAC

Yan Zhang / Wireless Mesh Networking AU7399_C008 Final Proof page 276 23.10.2006 1:20pm

276 & Wireless Mesh Networking



contention delay, packet loss, and collision leading to performance
degradation. The primary reason behind the center loading is the use
of routing protocols that find shortest path routes or that use routing
metrics which in turn obtain a near shortest path route. In this section,
a number of load distribution schemes which provide ring-based
routing solutions are listed by which the nodes follow a set of simple
rules so that the traffic load gets distributed over the network.

8.3.1 Shortest Path Routing and Center Loading

The primary reason for the center loading, as mentioned in Section 8.3,
is the use of shortest path routing. In this section, the load distribution
for circular network of radius R units which has uniform node distribu-
tion is presented. A ring is defined by its smaller and bigger radii r1 and
r2, respectively. For example, the range of a ring is defined as [r1, r2]
where r1 and r2 correspond to the minimum and the maximum radius
from the center to any circles forming this ring. As shown in Figure 8.3, a
given ring i divides the network into three regions: X, Y, and Z. Region X
corresponding to the nodes at a distance less than ri from the center,
region Y corresponding to ring i itself and region Z corresponding to
the nodes at a distance greater than riþ 1 from the center. In order to
simplify the analysis, a continuous model is considered in the following
sections. Also, in the analysis, it is assumed that all nodes generate data
at the same rate to random destinations in the network.

An impact of the traffic density increase near the center of the
network in a WMN is the saturation of buffers and bandwidth

ri+1

ri

Ring i

R

Region X

Region Y

Region Z

Figure 8.3 Representation of a ring.
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resources that happens much earlier in those nodes compared to other
nodes in the network. Increase in the hop count bears a direct impact
on the transmission delay associated with the data. Additionally,
another angle to the increase in the traffic load is the increase in the
path length. For example, if the average path length (hop count) in the
network is high, that would lead to higher relay load and
hence the overall load on the network increases. We considered the
following two node distributions: (i) radial nonuniform distribution
and (ii) uniform node distribution. First, the radial nonuniform node
distribution is considered where the transformation from the polar
coordinates results in x ¼ r cos f and y ¼ r sin f where r 2 [0, R] and
f 2 [0, 2p). The average path length analysis is given below.

Assuming an ideal situation where the average path length is the
straight-line distance between the source and the destination, the path
length analysis is presented here. For a simpler analysis, the polar
coordinates are used to represent the source and the destination as
(r1, f1) and (r2, f2), respectively. More than the absolute values of f1

and f2, the relation is more important in this case and therefore f is
defined as

f ¼ jf1 � f2j if 0 � jf1 � f2j � p

f ¼ 2p � jf1 � f2j if jf1 � f2j > p (8:3)

The average path length in shortest path-based routing with radially
nonuniform distribution is given by

R R

0

R R

0

R p

0 u(r1, r2, f) dr1dr2df
R R

0

R R

0

R p

0 dr1 dr2 df
� 0:726R

where u(r1, r2, f) provides the path length between source and des-
tination and is given by

u(r1, r2, f) ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

r2
1 þ r2

2 � 2r1r2 cos f

q

(8:4)

8.3.2 Ring-Based Routing Schemes for Load Balancing
in Wireless Mesh Networks

The ring-based routing schemes [6] provide a mechanism for alleviat-
ing the load at the center of the WMNs. Here, each WMN node in the
network belongs to a ring. A ring is an imaginary division of the
network into concentric rings about the center of the network. An
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arbitrary ring, ith ring, which as a minimum radius of ri and maximum
radius of riþ1 is denoted by ringi (ri, riþ1). The thickness of such a ring
is given by riþ1� ri. In WMNs, it is measured in terms of hops from the
center of the network where the center of the network is defined as
the node for which max8x (Hops(C, x)) � min8y (max8z (Hops(y, z)))
where Hops(x, y) refers to the number of hops along the shortest path
from node x to node y where x, y, and z are nodes in the WMN.

Figure 8.4 shows an example of center of a network where the
vertexes represent the nodes and the links indicate connections. The
numbers indicate the value of max (Hops(node, x)) for each node and
based on the above definitions nodes C and D qualify to be center of
the network.

In order to apply the ring-based routing approaches, it is essential
to determine the center of the network. Using the network topology
information, each WMN node builds the connectivity matrix for the
network and using Warshall’s algorithm the center can be determined
in O (n3) time where n is the number of nodes in the system. There
exists the possibility of a tie which can be resolved in favor of lesser
node id or IP address. Once the center is determined, the rings to
which the nodes belong can be determined. The distance from the
center of the node referred to as distance, in this case, refers to the hop
count from the center (Figure 8.5). The thickness of the ring is again

G(3)

A(4)

E(3)

H(4)

I(4)

B(3)

F(3)

D(2)

C(2)

Figure 8.4 Determination of the center of network in an example topology.
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counted in terms of number of hops. Figure 8.5 shows rings with
thickness of one hop. The ring thickness is determined by a genetic
algorithm (GA) based optimization approach as mentioned in [6]. The
existing ring-based schemes for load distribution and throughput
improvement in WMNs are the following:

& Preferred outer ring routing scheme (PORS)
& Preferred inner ring routing scheme (PIRS)
& Preferred destination ring routing scheme (PDRS)
& Preferred source ring routing scheme (PSRS)

The primary idea behind all these schemes is that any traffic
generated by a node in ring i for a node in ring j must not be allowed
to be forwarded through nodes which are in rings beyond the ones
enclosed by rings i and j. Dijkstra’s shortest path algorithm when
applied to network to determine the path from a source to a destin-
ation, with all edges of weight one, yields the shortest path between
the source and the destination in terms of hop count. Path I shown in
Figure 8.6 shows an example of shortest path between source (SRC)
and destination (DST) nodes in a WMN.

G

A

E

H

I 

B

F

D

C

J K 

L

Center node (ring 0)

2-Hop ring (ring 2)

1-Hop ring (ring 1)

Figure 8.5 Example for rings in WMN.
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8.3.2.1 Preferred Outer Ring Routing Scheme
Path II in Figure 8.6 depicts the PORS. In this case the path between a
source destination pair is chosen in such a way that the path predom-
inantly lies on the outer ring. Every packet remains the maximum time
in the outer of the ring of source and destination. In addition, the
traffic generated by ring i for ring j must not go beyond the rings
enclosed by the rings i and j. In other words, for the nodes belonging
to the same ring, their packets must be transmitted in the same ring.
For nodes belonging to different rings, the packet must go across the
rings in radial direction and all angular transmissions (the transmission
parallel to the circumference of the ring) must take place in the outer
one of the two rings. Figure 8.7 illustrates the edge weights to be used
for achieving the PORS when Dijkstra’s shortest path algorithm is
employed. Here, MAX represents the highest possible edge weight,
less than 1 which is considered as the link weight for a broken link,
for any connected link. The value MIN represents the minimum value
possible for the edge weight. Some entries in the edge weight table in
Figure 8.7 are divided into two. The upper represents the case of

Path I

DST

SRC

Path II

Path III

DST: Destination
SRC: SourcePath I:   Shortest path routing

Path II:  PORS/PSRS
Path III: PIRS/PDRS

Figure 8.6 Example for routing using different schemes.
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destination ring larger than the source ring and the lower for destin-
ation ring smaller than the source ring.

The downside of PORS is the increase in path length. The purpose
of these ring-based routing schemes is to move the load from closer to
the center towards the periphery of the network. This is better accom-
plished by the PORS though at the cost of a greater average path
length.

8.3.2.1.1 Theoretical Analysis of Load Distribution in PORS. In the
PORS the nodes follow the rule that no traffic generated by nodes
must be passed to higher or lower rings than the source and the
destination rings unless it is inevitable. Further, the packet must be
circulated around in the outer of two rings (ring containing the source
node and ring containing the destination node).

We estimate some of the parameters which are essential for the
analysis of load distribution in this section. The average distance,
through region Y, between a random source and the destination pair
when both nodes are located in region Y can be approximated as

DYY ¼ p
riþ1 þ ri

4
þ riþ1 � ri

2
(8:5)

Based on the above rules, in a network with radius R, the traffic that
contributes to load in ring i can be divided into the following four
categories:

1. Traffic load experienced in region Y (see Figure 8.3 for a
definition of regions) by the communication between nodes
in region Y is proportional to probability that the source and

Nodes in
source
ring 

Nodes in
destination
ring

Scheme

Edge
between

MAXMAXPORS
MAX

 MIN MAX

 MIN

Nodes in
other rings
(both the
nodes in the
same ring)

Nodes in different
rings (edge crosses
the ring boundary)

Figure 8.7 Edge weights to be used in Dijkstra’s algorithm for finding a route
according to PORS.
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the destination are in region Y�average distance between
source and the destination due to the use of PORS.

¼
ðpr2

iþ1 � pr2
i Þ

2

(pR2)2 � (DYY ) (8:6)

2. Traffic load experienced in region Y due to the communica-
tion between nodes in regions X and Y is proportional to
probability that the source lies in region X or Y and the
destination in region Y or X, respectively� average distance
for transmission in region Y. This can be approximated as the
following.

¼ 2� ðpr2
iþ1 � pr2

i Þ � pr2
i

(pR2)2 � DYY (8:7)

3. Traffic load experienced in region Y due to the communica-
tion between nodes in regions Y and Z is proportional to
probability that the source lies in region Z or Y and the
destination in regions Y or Z, respectively� average distance
for transmission in region Y

¼ 2� ðpr2
iþ1 � pr2

i Þ � ðpR2 � pr2
i Þ

(pR2)2 � riþ1 � ri

2

� �

(8:8)

4. Traffic load experienced in region Y due to the communica-
tion between nodes in regions X and Z is proportional to
probability that the source lies in regions X or Z and the
destination in regions Z or X, respectively� average distance
for transmission in region Y alone

¼ 2�
pr2

i � ðpR2 � pr2
iþ1Þ

(pR2)2 � d (8:9)

where d is the ring thickness and can be obtained as

d ¼ (riþ1 � ri) (8:10)

Thus, the total load on nodes in ring i is given by the sum of Equation
8.6 through Equation 8.9. The average per node traffic load can be
approximated by dividing the above total load by the area occupied
by ring i.
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The term r is defined as the mean distance of ring i from the center
and d as the thickness of ring i. Thus,

r ¼ ri þ riþ1

2
(8:11)

riþ1 ¼ r þ d=2 (8:12)

ri ¼ r � d=2 (8:13)

Hence the total load on individual nodes is proportional to:

1

pr2
iþ1 � pr2

i

�
�

sum of Equation
8:6 through Equation 8:9

�

(8:14)

)
�

r þ d
2

�2 þ
�

r � d
2

�2

p2R4

 !

� pr þ d� R2

r
�
�

r þ d
2

�2

r

 !

(8:15)

8.3.2.1.2 Average Path Length Analysis for PORS. The average path
length for PORS in a WMN with radially nonuniform node distribution
can be approximated as

R R

0

R R

0

R p

0 u(r1, r2, f) dr1 dr2 df
R R

0

R R

0

R p

0 dr1 dr2 df
¼ (p þ 1)R

3
¼ 1:38R (8:16)

where u(r1, r2, f) represents the path length between any two nodes
in PORS and can be approximated as

u(r1, r2, f) ¼ max (r1, r2)fþ jr1 � r2j (8:17)

8.3.2.2 Preferred Inner Ring Routing Scheme
According to PIRS, the traffic generated by ring i for a destination node
in ring j must not be forwarded through nodes which are located in
rings beyond area enclosed by rings i and j. Further, the packet must
be preferably routed through in the inner of the sender’s or receiver’s
rings. In other words, for the nodes belonging to the same ring, the
packet must be transmitted in the same ring. For nodes belonging to
different rings, the packet must go across the rings in radial direction
and the radial transmissions must be restricted to the inner of the two
rings (of the source or the destination). For example, path III in Figure
8.6, the source lies in ring 5 while the destination resides in ring 2.
Hence no transmission must go through ring 0 (the center node) or
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ring 1 unless inevitable. Further, in the path traced, transmission
reaches ring 2 from ring 5 and after reaching ring 2, the radial
direction of the path begins (see path III in Figure 8.6). Similar to
PORS, tracing a route in this scheme requires changing the weights of
the edges in the adjacency matrix of the graph (Figure 8.8) before
running Dijkstra’s shortest path algorithm. Similar to PORS, the overall
complexity of finding the route thus remains the same as in the shortest
path routing. Figure 8.8 shows the edge weights to be used
with Dijkstra’s shortest path algorithm in order to obtain a PIRS path.
Here also,MAX represents highest edgeweight possible for a connected
link. Similarly, MIN refers to the lowest possible edge weight for a
connected link. In Figure 8.8, some entries are divided into two. The
upper represents the case of destination ring larger than the source ring
and the lower for destination ring smaller than the source ring.

8.3.2.1.3 Theoretical Analysis of Load Distribution in PIRS. Like the
PORS, in the PIRS, the nodes follow the rule that no traffic generated
by nodes must be passed to higher or lower rings than the source and
the destination rings unless it is inevitable. However, the packet must
be forwarded around in the inner of two rings (the ring containing the
source node and the ring containing the destination node). The same
four categories as that of PORS, are used for the analysis:

1. The traffic load experienced in region Y by the communication
between nodes in region Y is proportional to

�

pr2
iþ1 � pr2

i

�2

�

pR2
�2 � DYY (8:18)

where DYY can be obtained from Equation 8.5.
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MIN
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Figure 8.8 Edge weights to be used in Dijkstra’s algorithm for finding a route as
per PIRS.
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2. Traffic load experienced in region Y due to the communica-
tion between nodes in regions X and Y is proportional to

2�
�

pr2
iþ1 � pr2

i

�

� pr2
i

(pR2)2 � d

2

� �

(8:19)

3. Traffic load experienced in region Y due to the communica-
tion between nodes in regions Y and Z and vice versa is
proportional to

2�
�

pr2
iþ1 � pr2

i

�

�
�

pR2 � pr2
i

�

(pR2)2 � DYY (8:20)

4. Traffic load experienced in region Y due to the communica-
tion between nodes in regions X and Z, is proportional to

2�
pr2

i � ðpR2 � pr2
iþ1Þ

(pR2)2 � d (8:21)

Summing up Equation 8.18 through Equation 8.21 and using Equation
8.12 and Equation 8.13, the load per node in ring i is obtained as
proportional to

�
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þ
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(8:22)

8.3.2.1.4 Average Path Length Analysis for PIRS. The average path
length for paths in PIRS in a WMN with radially nonuniform node
distribution can be approximated as

R R

0

R R

0

R p

0 u(r1, r2, f) dr1 dr2 df
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¼
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p

2
þ 1
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R

3
¼ 0:8569R (8:23)

where u(r1, r2, f) represents the path length between two nodes in
PIRS and it can be obtained as

u(r1, r2, f) ¼ min (r1, r2)fþ jr1 � r2j (8:24)
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8.3.2.3 Preferred Destination Ring Routing Scheme
In PDRS, the angular transmission takes place in the ring of the
destination node. This scheme is a hybrid of the PIRS and PORS.
The hybrid character is due to the use of PORS in half the cases and
PIRS for the other half. Also the average path length in PDRS lies in
between that of PIRS and PORS. Therefore, PDRS attempts to strike a
balance between the previous two approaches. Figure 8.9 illustrates
the edge weights to be used for achieving the PDRS when Dijkstra’s
shortest path algorithm is employed.

8.3.2.4 Preferred Source Ring Routing Scheme
Compared to the PDRS, in PSRS, the angular transmission takes place
in the ring of the source node. Similar to PDRS, this is also a hybrid of
the PIRS and PORS. Also, the average path length in PSRS lies in
between that of PIRS and PORS. Figure 8.10 illustrates the edge
weights to be used for achieving the PDRS when Dijkstra’s shortest
path algorithm is employed. In Figure 8.6, the path traced by the PDRS
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Figure 8.9 Edge weights to be used in Dijkstra’s algorithm for finding a route as
per PDRS.
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Figure 8.10 Edge weights to be used in Dijkstra’s algorithm for finding a route
as per PSRS.

Yan Zhang / Wireless Mesh Networking AU7399_C008 Final Proof page 287 23.10.2006 1:20pm

Load Balancing in Wireless Mesh Networks & 287



and PSRS is the same path as that of PIRS (path III in Figure 8.6) and
PORS (path II in Figure 8.6), respectively.

In different kinds of WMN applications, each of these schemes
performs differently. These schemes essentially make a trade-off
between the increase in hop count and the ability to move the load
away from the center and/or balance the load in a more uniform way.
In this case, the PORS is found to be performing better as it does the
maximum to move the traffic away from the center to the periphery. But
the hop-count increase due to PORS may also cause increased delay,
which may not be tolerable to some applications. The PSRS and the
PDRS which appear very much similar may give varied performance in
the case of the presence of gateways in WMNs where the destination
may not be decided at random. Here our assumption that the heavy
load region is the center of the network may not hold. This is because
the gateway nodes may experience heavy load and these gateway
nodes may be present at multiple places in the network.

8.3.2.4.1 Theoretical Analysis of Load Distribution in PDRS/PSRS. The
rule followed by the nodes in this scheme is that packets are sent
around in the destination (source) ring only (unless inevitable). Though
the scheme emphasizes the destination ring, the analysis remains the
same for the source ring case as well. Considering the four categories as
that of the previous analysis:

1. Traffic load experienced in region Y due to the communication
between nodes in region Y is proportional to

�

pr2
iþ1 � pr2

i

�2

(pR2)2 � DYY (8:25)

2. Traffic load experienced in region Y due to the communication
between nodes in regions X and Y is proportional to
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3. Traffic load experienced in region Y due to the communication
between nodes in regions X and Z is proportional to
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4. Traffic load experienced in region Y due to the communication
between nodes in regions X and Z is proportional to

2�
pr2

i �
�

pR2 � pr2
iþ1

�

(pR2)2 � (d) (8:28)

The load per node at a distance r from the center of the network can
be obtained by summing up Equation 8.25 through Equation 8.28 and
is proportional to

1

pR2

�
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�

þ

�
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�2�
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�
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The traffic load in the PDRS, as obtained in Equation 8.29, can provide
load balancing for high values of d.

8.3.2.4.2 Average Path Length Analysis for PDRS and PSRS. The aver-
age path length for PIRS in a WMN with radially nonuniform node
distribution can be approximated as

R R

0

R R
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R p
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R R

0

R R

0

R p
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¼ R
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þ p

4

� �

¼ 0:952R (8:30)

where u(r1, r2, f) is the path length between two nodes in the network
which can be approximated as u(r1, r2, f) ¼ r2fþ j r1� r2 j.

8.3.3 Average Path Length Analysis with Uniform
Node Density

The uniform node distribution is considered where the transformation
from the polar coordinates results in x ¼

ffiffiffi

r
p

cos f and y ¼
ffiffiffi

r
p

sin f

where r 2 [0, R] and f 2 [0, 2p). The average path length for the
shortest path routing is given by
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Similarly extending the analysis for PORS, PIRS, and PDRS, the aver-
age path lengths can be obtained as 1.52

ffiffiffi

R
p

, 1.1044
ffiffiffi

R
p

, and 1.313
ffiffiffi

R
p

, respectively.
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8.4 OTHER LOAD BALANCING SOLUTIONS
IN WIRELESS MESH NETWORKS

In addition to the gateway loading and center loading, there are other
issues that arise out of load imbalance in a much more local sense in a
WMN. For example, certain critical nodes can be on a bottleneck
position, similar to a bridge node, the removal of which will create a
network partition. This section discusses rather general load balancing
solutions which avoid traffic through loaded WMN nodes. This is
necessary because, in certain cases, locally high load imbalance can
result in performance degradation from congestion, packet loss, and
buffer overflow. Therefore, two general load balancing solutions which
use on-demand load balancing routing discussed in this section, i.e.,
load balanced ad hoc routing (LBAR) and load balanced AODV.

8.4.1 Load Balanced Ad Hoc Routing

The LBAR [8] protocol is a routing protocol with a routing metric,
degree of nodal activity, that inherently represents the path load.
Therefore, LBAR attempts to find a path which avoids congested
locations within the network. The path finding process consists of
two phases: a forward phase during which a route-setup packet is
propagated by the source node to search for a new path towards a
destination node and a backward phase in which the route-ACK
packet is propagated back from the destination to the source node.
In the forward phase, a source node broadcasts a route-setup packet
containing the routing cost (RC) (degree of nodal activity) to all its
neighbors and the traversed path field. The routing cost contained in
the route-setup packet at any intermediate node reflects the degree of
nodal activity, a representation of traffic load, from the source node to
the current intermediate node.

The RC is estimated along the path from source node towards the
destination and by the following approach. The routing cost (RCp) for
a candidate path p is given by RCp ¼

P

j 2 p (PjþPIj) where Pj reflects
the traffic load experienced by the node j, excluding source and
destination, and is the number of active path through a given node j
and PIj represents the number of interfering paths at the node j. The
increasing value for Pj reflects increasing traffic load at node j.
The number of interfering paths for a given node j is estimated by
PIj ¼

P

8k (Pk
j ) where k refers to the neighbor nodes of node j. The

path interference reflects the number of paths through the neighbor
nodes which interfere with a given node j ’s traffic. As the route-setup
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packet propagates towards the destination node, the RC field and the
traversed path field are updated by each forwarding intermediate
node. The traversed path (also known as route record) information
contains the nodes traversed by the packet. The traversed path infor-
mation is used for loop-free routing by ensuring that the nodes that
are already present in the traversed path field avoid forwarding the
packets further. An intermediate node upon receiving a route-setup
packet, forwards it further with updated RC value and the traversed
path field. The destination node collects all the route-setup messages
for a certain period called route-select-waiting-period and chooses the
path with the minimum routing cost. The chosen path, with minimum
RC, represents the path with minimum traffic and interference from
neighbors’ traffic and hence the purpose of load balancing is met
implicitly by the routing scheme. The backward phase of path finding
begins immediately after the destination node chooses a path and this
phase is marked by the initiation of a route-ACK packet which propa-
gates towards the source node. This route-ACK packet follows the
chosen path in the reverse direction until it reaches the source node of
the path. Once the source node receives the route-ACK packet, it starts
transmitting packets through the newly obtained path. The LBAR
protocol performs better in terms of packets delivery ratio, average
end-to-end delay, and normalized routing load compared to normal
routing protocols such as AODV [9] and DSR [10]. The impact of load
balancing is evident in the increase in performance of LBAR with
increased network load and number of nodes.

8.4.2 Load Balancing Ad Hoc On-Demand Distance Vector

The load balancing ad hoc on-demand distance vector (LB-AODV)
routing [11] protocol is on-demand, load balancing routing protocol
for WMNs and ad hoc wireless networks with gateway nodes. In this
solution, the load balancing is controlled by the gateway nodes by
grouping the source nodes into a number of nonoverlapping groups.
Here the gateway determines what is the optimal number of groups
which can provide the maximum value of load balanced index (LBI)
which is defined as

LBI ¼
	

PNC

k¼1 Nk


2

NG �
PNG

k¼1 N 2
k

(8:31)

where Nk represents number of source nodes that belongs to group k
and the total number of groups is represented by NG. The maximization
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of LBI refers to minimizing the variance of the number of nodes in each
group. The value of LBI becomes unity when 8i ¼ 1

NG Ni ¼ C where C is a
constant, that is, when the number of members are same across all the
groups. The gateway node maintains the state information in the form
of NGþ 1 tuple where the state information contains < GID, N1, N2, . . . ,
NNG

>where GID represents the group identifier and Ni represents the
number of WMN nodes belongs to the group i. This state information is
forwarded to all the group members in order to enable them to take
routing decisions independently.

The WMN nodes which have data packets for transmitting are called
source nodes and the WMN nodes which have a valid route to the
gateway node are called active nodes. Those nodes which are neither
source nodes nor members of any of the existing groups are known as
common nodes. Theprimary objective of such classification is to reduce
the control and routing overhead by limiting the propagation of control
packets across several groups. For example, the common nodes are
permitted to forward relay both control and packets belong to every
other node whereas the group members are permitted to forward only
those packets originated by the members of the same group. Hence, the
propagation of control and data packets are limited.

The gateway holds responsibility to determine the number of
groups (NG). NG is chosen, in a way, as a trade-off between connect-
ivity and control overhead, based on the number of source nodes
(Nsource), total number of nodes in the network (Ntotal), and the size of
the network (S). LB-AODV assumes that the gateways have the cap-
ability to estimate the above-mentioned informations. Two critical
parameters used to determine the group size and the number of
groups in a network is the optimal neighbor density (Nopt) which
provides the optimal number of nodes in the network which contrib-
utes to the optimal number of neighbors (the optimal neighbor dens-
ity varies under certain conditions [12,13]) for a given network
topology and total relay nodes available (denoted by Nrelay) for relay-
ing the traffic generated by the members of a given group. The total
number of common nodes (Ncommon) is estimated as Ntotal�Nsource.
Assuming a uniform distribution of common nodes across all the
available groups, the number of common nodes per group is obtained
as Ntotal

NG
. Therefore, the total number of relaying nodes in each group

Nrelay ¼ Ncommon þ Ntotal

NG
and the gateway chooses the value for NG in

such a way to minimize the following equation:

MINIMIZEk 2 {1, 2, ...,NG } jNtotal � Nsource þ
�

Ntotal

k

�

� Nopt, (8:32)
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Certain minimization facts for Equation 8.32 are the following: (a)
a single node per group will minimize the function when
Ntotal � NoptþNsource because the common nodes will outnumber
the optimal number of nodes required in the network, (b) when
Ntotal � Nopt then the minimum value of the function can be obtained
with a single group, and (c) if Nopt < Ntotal < NoptþNsource then NG is
equal to either b Nsource

Nopt þNsource �Ntotal
c or d Nsource

Nopt þNsource �Ntotal
e.

The path finding process is described below. When a new source
node, X, has data to transmit to the gateway node, it begins a path
finding process by broadcasting a route request (RREQ) packet to its
neighbors. If the gateway node receives the RREQ packet from node X,
the gateway assigns a group identifier to the node X and sends a route
reply (RREP) packet. Gateway chooses the group identifier in such a
way that it maximizes the Equation. Once the node X receives the RREP
packet, it begins sending data packets. If the RREQ packet is receivedby
an intermediate node Y, it processes the packet in the following way: (i)
if node Y is an active node, then it estimates the LBI based on its current
state information, accepts the node in to one of its serving group and if
accepting the node X increases the LBI value, and replies with an RREP
packet, (ii) if node Y is not an active node, then it simply rebroadcasts
the RREQ packet. The RREP packet contains the group identifier of the
group towhich thenewnode is assigned amembership.Whenanactive
node becomes a new source node, it checks the LBI value and the
possibility of improving LBI by adding himself to one of the serving
groups. If such an addition is possible, then it joins the group which
maximizes the LBI value and starts sending data packets to the gateway
using the group identifier. In the event that the node joining any of the
serving group decreases the LBI, then it initiates a new path finding
process by broadcasting a new RREQ.

When a link breaks due to either mobility, interference, or attenu-
ation, the edge nodes of the broken link identifies it and generates a
route error (RERR) packet towards the source node in a way similar to
AODVrouting protocol. Once a source node receives the RERR packet
from any intermediate node, it reinitiates the group RREQ (GRREQ)
packet which is the RREQ packet containing the group identifier. In
this case, the intermediate nodes which are not members of this group
just drop the packet hence avoiding a wider broadcast. Therefore,
only an active node or source node belonging to the same group is
privileged to respond. In the absence of any available group member
nodes to respond to a GRREQ within a considerable amount of time,
the source node will initiate a new RREQ packet and begin the new
path finding process.
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8.5 OPEN ISSUES

Although there exist several solutions for load balancing in WMNs as
discussed in the above sections, there exist several open issues. First
is, e.g., the issue of traffic stability arising out of the rapid fluctuations
due to the use of load balancing schemes. The measure of traffic
stability and their impact of routing is not well studied yet. Second
issue that is not studied well is the bandwidth striping for load balan-
cing and its implications on the performance of higher layer protocols
such as TCP. Since the transport layer protocols such as TCP suffer
heavily from the misordered packets or the packets arriving out-
of-order, it becomes very important to study the impact on higher
layer protocol performance when load balancing schemes that use
bandwidth striping are employed. Another issue that needs research
focus is the quantification of the relation between routing strategy and
the load imbalance. For example, though the ring-based routing
schemes are helpful, the packet level traffic load as a function of
routing schemes is not yet accurately estimated. In addition to the
above-mentioned issues, load balancing can be achieved even by
using call admission control. Even empowering the routing protocols
with a call admission control may help in load balancing. Finally, the
most important open issue is the unknown relation between the
achievable capacity and load balancing. The theoretical capacity limit
provided by a WMN cannot be achieved without having an ideally load
balanced system. It still remains an open issue to identify the relation
between achievable capacity and load balancing. In conclusion, there
exists a large number of open problems that needs soulutions for
achieving a balanced load in a WMN.

8.6 SUMMARY

This chapter presents the issues arising out of load imbalance in
WMNs and the existing solutions for balancing the load. The main
issues in this case are: (a) gateway loading, (b) center loading, and (c)
issues arising out of local load imbalance. Load imbalance in a WMN
occurs even in the case of uniform data generation rate and uniform
node distribution.

The first major issue arising out of load imbalance is the gateway
loading, i.e., gateways get heavily loaded due to traffic aggregation
from nonuniform number of nodes in the network. Without proper
load balancing, the backhaul links may be congested or underused
resulting in low scalability and network capacity. This chapter
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presented three major solutions for solving the gateway loading prob-
lem. The second major issue arising out of load imbalance in WMNs is
the center loading and this is primarily due to the property that the
nodes in the center region lie on more shortest paths than in other
regions. This chapter also presents a number of solutions based on
ring-based routing in order to alleviate this problem. The ring-based
routing schemes are designed to distribute the load over the entire
network from hot center areas in a WMN networks. Finally, the
chapter concludes the discussion on load balancing with the LBAR
and LB-AODV, two on-demand routing protocols that use load balan-
cing principles in routing for multihop wireless networks such as
WMNs and ad hoc wireless networks.
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Wireless mesh networks (WMNs) can be considered as a new
paradigm for multihop wireless communication. Due to their inherent
flexibility for providing first mile connectivity to the Internet and=or
acting as a wireless backhaul network segment, they have recently
attracted a significant research interest. The aim of this chapter is
twofold. Firstly, to discuss resource management schemes for WMNs
from a cross-layer optimization approach and secondly, to formulate
the corresponding mathematical programs that utilize such cross-layer
information. The mixed integer linear programs that are investigated
focus on collision-free link scheduling for WMNs based on spatial time
division multiple access (STDMA). Numerical investigations and com-
putational complexity aspects of these schemes for different network
sizes and number of active links are also reported. These networks are
still in the early stages of the technology learning curve concerning
both deployment issues and aspects related to the optimal interaction
between information in different layers of the protocol stack. To this
end, we close the chapter by identifying and discussing open-ended
research challenges.
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9.1 INTRODUCTION

9.1.1 Overview of Wireless Mesh Networks

Over the last few years we have witnessed an increased quest for
revolutionizing traditional concepts in wireless communications.
Without doubt the most prominent example is the effort towards the
extension of the successful paradigm of single wireless hop cellular
networks to multihop wireless communications. WMNs have naturally
emerged as a result of this momentum and quickly become an inten-
sive research topic [1,2]. The efforts for the realization of mesh net-
works span over a broad set of research activities: from theoretical
studies on system capacity [3] to standardization fora such as the IEEE
802.16 standard [4]. WMNs are aiming to fulfil a number of different
operational roles, which can vary from rapid deployable, low cost
backhaul support to 3G=IEEE 802.11 ‘‘x’’ networks to first mile wireless
connectivity to the Internet, or even to transient wireless networking.

WMNs, can be loosely defined, and this will be our fundamental
assumption through-out this chapter, as wireless networks where
nodes can act both as clients and routers [5]. We can distinguish two
different types of WMNs: client-based and infrastructure-based. The
main characteristic of client-based mesh networks is that portable
mobile devices participate in the store and forward process. Client-
based mesh networks operate in a rather autonomous way without
the need of a central administration entity. From this perspective,
these mesh networks resemble ad hoc networks, which are mainly
characterized by energy constraint nodes, i.e., limited battery lifetime,
and stochastic mobility. On the other hand, infrastructure-based mesh
networks are characterized by nodes that are administered and
controlled by a single entity and do not encounter energy constraints.
It is noteworthy that this type of mesh networks flag a different set
of research challenges compared to client-based mesh networks.
Infrastructure-based mesh networks are characterized by low mobility
(or no mobility at all) and by nodes that do not encounter energy
constraints. In that respect, these two types of mesh networks have
different operational domains, and in light of these differences
the fitness of current proposed solutions for routing, scheduling, and
rate control that emerged for ad hoc networks comes into question
when applied to infrastructure-based mesh networks. In this chapter,
we primarily focus on the second type of mesh networks.

One approach for multiple access in WMNs is to use contention-
based (random) access schemes such as ALOHA or different flavors of
CSMA. The benefits of random access schemes, such as carrier sense
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multiple access=collision avoidance (CSMA=CA), is that by using a
combination of carrier sensing and back-off algorithms to prevent
further conflicts, the nodes can operate in a rather autonomous way.
This is a desirable feature for client-based mesh networks, where
resource management procedures should be distributed in nature
and quality of service (QoS) support is an add-on rather than a
prerequisite feature. For infrastructure-based WMNs that are designed
to provide, for example, last-mile broadband Internet access, QoS
support, such as throughput and latency, evolves as a rather manda-
tory requirement. Thus, medium access control (MAC) schemes, such
as TDMA, that allow more deterministic performance guarantees are
highly desirable in such scenarios.

In this study, we address the issue of resource allocation in WMNs
that are based on STDMA utilizing cross-layer information. In a care-
fully designed STDMA MAC protocol, collisions can be eliminated,
fairness can be guaranteed, and bounds on per-hop latency can be
provided. The principle operation of an STDMA MAC protocol is that
nodes which are sufficiently far apart can utilize the same timeslot.

9.1.2 Chapter Structure

The chapter is organized as follows. In Section 9.2, we discuss architec-
tural aspects of all Internet protocol (IP)-based WMNs. Based on the
assumption of all IP networks, Section 9.3 discusses the cross-layer
information plane that will be utilized for STDMA scheduling. In
Section 9.4, the STDMA scheduling problem is formulated as a math-
ematical program and in Section 9.5 we extend the formulation to
include power control and multirate allocation. Section 9.6 discusses
approximation algorithms based on linear programming (LP)-relaxation
and randomized rounding, while Section 9.7 provides the related
Chernoff bounds. In Section 9.8, a methodology for increasing the
performance of independent randomized rounding is presented. Fur-
thermore, Section 9.9 discusses an alternative formulation for the link
scheduling problem based on continuous optimization. In Section 9.10,
numerical investigations using computer simulations are provided.
Open problems and avenues for future research are discussed in
Section 9.11, and finally, the conclusions end the chapter in Section 9.12.

9.2 ARCHITECTURAL CONSIDERATIONS—ALL
IP WIRELESS NETWORKS

In this section, main architectural elements and the meaning of
the notion all IP-based wireless networks will be briefly discussed
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together with the intrinsic advantages for moving towards all IP-based
solutions. The architectural principles discussed here aim to create the
generic framework upon where the cross-layer information plane and
optimization problems will be developed.

From an architectural perspective, we believe that WMNs should
not be considered in isolation but rather as one of many different
wireless access networks that a mobile operator may have to manage
in the near future. If seen from that perspective, an IP-based network
provides a feature-rich convergence infrastructure to efficiently manage
interworking aspects in such heterogeneous wireless environment. The
above argument is supported by the intensive standardization activities
within 3GPP towards the evolution and migration of both core and
access segments to an all IP-based network. An important aspect of this
migration process is how mobility functionalities will be implemented,
where these functionalities will reside, and how to optimize network
layer mobility processes [12]. Table 9.1 shows a nonexhaustive list of the
main incentives for embracing all IP-based architectures.

From a cross-layer optimization perspective, which is our main
focus point, an all IP-based wireless network can potentially propel
developments towards protocols that embed information across the
layers. This is because IP technology provides the required unification
level across different access technology networks so that algorithms
based on cross-layer information can be developed. Therefore, migra-
tion to a harmonious coexistence of different access networks based
on IP technology will provide a common platform for the develop-
ment of cross-layer optimization schemes.

9.2.1 Main Aspects of Resource Management in Mesh
Networks and Focus of the Work

In this chapter we formulate a family of (mixed) integer optimization
programs that are infused with cross-layer information. Integrating
cross-layer information emanates from the need to provide, firstly
efficient utilization of radio network resources and secondly to treat
in a differential way traffic with inherently diverse requirements.

9.3 CROSS-LAYER INFORMATION PLANE

9.3.1 Benefits and the Need for Utilizing
Cross-Layer Information

Traditional network engineering is based on a strict layering
approach on the protocol stack. In this modular approach, fundamental

Yan Zhang / Wireless Mesh Networking AU7399_C009 Final Proof page 301 23.10.2006 1:22pm

Cross-Layer Optimization for Scheduling & 301



functionalities such as access to the medium (link layer), routing (net-
work layer), and congestion control (transport layer) are performed
independently. This has proven to be a very powerful and successful
paradigm for wireline networks, since the infrastructure is based on
links with constant capacity and high degree of reliability.

A cross-layer design approach on the other hand, is one that
utilizes information across different layers of the protocol stack.
A number of studies over recent years highlighted that cross-layer
designs that support information exchange between layers can yield
significant performance gains [8,9]. The performance gains that can be
attained should also be reflected on the robustness and longevity of

Table 9.1 Benefits of All IP Wireless Networks

Rational Benefits

Deployment Cost reduction by:

– utilizing the economy of scale in IP technology

Operation Cost reduction by:

– capitalizing on existing administration tools

– core moving to IP over WDM

– shared lower cost transmission in the access
network

– capex lower for IP infrastructure (softswitches
and media gateways)

New business
opportunities

Current and emerging WLAN systems for covering
hot spot areas

Multimode terminals

Intersystem handover

Heterogeneity Efficient interworking of different wireless access
networks

Network management
and diagnosis

IP autoconfiguration and uniform tools across
different access networks

Data services Ease of deploying existing and emerging Internet-
like data services

VoIP Integration of VoIP services, capitalizing the
strong momentum on the Internet

Multicasting Leveraging existing multicast technologies over
the Internet

Quality of service Uniform application of IP-based QoS techniques
(forwarding and control plane) in the core and
different wireless access networks

IP routing Increased network reliability and availability

Cross-layer designs Improved network performance
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the architecture among other design criteria [10]. The penalty that has
to be paid for increasing system performance by deploying cross-layer
designs is the complexity and communication overhead. Therefore,
these two aspects should be carefully taken into account. Table 9.2
lists the main reasons towards the shift to cross-layer designs in
wireless networks. As can be inferred from the table, the key reason
for deploying cross-layer designs is that in wireless networks the
capacities of the links can not be considered as constants, which
was the fundamental assumption behind traditional layer designing.
Therefore, in an optimal setting, scheduling, routing, and end-to-end
congestion control in wireless networks should operate jointly under
the awareness of the ‘‘soft’’ capacities of the link layer.

9.3.2 Incorporating Cross-Layer Information
for Link Scheduling

To achieve increased system performance and efficient utilization of
the scarce radio resources a linear integer mathematical programme is
formulated that embeds information from the physical, link and net-
work layer to optimize link scheduling decisions. Information from
different layers is exchanged through the cross-layer information
plane that span across the protocol stack. A representation of this
concept is shown in Figure 9.1. The white boxes in the diagram
show the information used to formulate the mathematical programs
discussed in Section 9.4. Grey boxes represent information regarding
routing and flow control that is not explicitly used, but we address this
issue in Section 9.11. More specifically, at the network layer the
parameters used are the bitrate (or bandwidth) requests from
the nodes in the mesh network. At the link layer, which is based
on STDMA, the link together with rate and power information is
utilized to schedule packet transmission. Finally, at the physical layer

Table 9.2 Reasoning Behind the Utilization of Cross-Layer
Information

Motivation for Cross-Layer Designs

Link layer Shared and interference limited nature of wireless channel

Network
layer

Varying link capacities influence the optimality of routing
decisions

Transport
layer

Fundamental assumption of traditional congestion control
algorithms is that end-to-end paths are predefined and link
capacities are time invariant
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the signal-to-interference noise ratio (SIR) is used to characterize the
quality of the link.

9.4 OPTIMIZATION ALGORITHMS FOR
LINK SCHEDULING

9.4.1 Background Information

A first and rather naive approach to the problem of designing a feasible
timeslot allocation is to assign a unique timeslot to each pair of active
links in the mesh network. Such a scheme would clearly eliminate
potential collisions of transmitted packets. The penalty to be paid is
that a large number of timeslots per timeframe would be required and
this number will increase linearly with the number of active links. Thus,
despite the simplicity of this approach it is highly undesirable since the
latency of the end-to-end communication will increase and network
resources will be poorly utilized. To increase the performance of the
system it is possible to allow coordinated concurrent transmissions
from spatially distributed nodes within the mesh network, under the

Application Inelastic applications
     Streaming video, VoIP

End to end congestiion control

Backlogged traffic PER

Link utilization Power control

Rate control

Nieghborhood
awareness
topology
control

Scheduling

STDMA FDMA CDMA CSMA/CA
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Figure 9.1 Functional diagram of the cross-layer information plane.
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constraint that the underlying interference level is below a predefined
SIR threshold. This spatial reuse of timeslots, which has been formally
defined in the seminal work of Kleinrock [6], is called STDMA and can
be considered as a collision-free multihop access scheme. The benefits
inherent by adopting STDMA as access scheme is that it allows flexible
management of uplink=downlink traffic in single frequency band
based on dynamic adjustment of transmit=receive timeslot ratios to
accommodate IP-based bursty traffic (i.e., accommodating asymmetric
traffic). The optimization problems discussed in Section 9.4.2 allows
such flexible allocation of uplink=downlink ratios by incorporating
different number of timeslots per link.

The key operating issue in STDMA multihop networks boils down
to the following acute question: How to maximize the spatial reuse of
timeslots by ensuring at the same time that all SIR thresholds of active
communication links are satisfied. Using graph theory previous work
has shown that optimal scheduling policies turn to be N P -hard
problems [7,11]. Despite the inherent computational complexity of
these optimization problems, the optimal scheduling decisions are of
significant importance since they define the fundamental physical
limitations as they pertain to the task of resource management. In
other words, these optimal solutions provide the performance bounds
of the system and thus ultimately dictate what can or cannot be
accomplished.

Algorithms that perform optimal (or near-optimal) allocation of
timeslots in an STDMA framework are undoubtedly the most versatile
building block for such mesh networks. A number of previous work in
this area studied both optimal allocations [13] but also sub-optimal
solutions [14–16] under specific load and node density scenarios. In
this work, we study near-optimal solutions under different pressing
sets of scenarios. In contrast to numerous previous works that focused
on minimum frame length we stand back and take a more holistic
perspective on the problem by studying both minimum number of
slots and constant frame length allocations. This is because we are
interested in the embedded trade-offs on computational requirements
that comes from these two problems. In addition, we also formulate
multirate allocations with embedded continuous or discrete power
control.

9.4.2 Problem Formulation

The discussion presented here sets forth the basic notation and the
required system level assumptions to formulate the problem of
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STDMA scheduling as a mathematical programme. Let U be the set of
active links in the WMN, and UT, UR be the set of transmitting and
receiving nodes respectively. By bi (i 2 UT) we express the backlog
pressure (number of packets waiting to be transmitted) in transmitting
node i. For the first model, constant transmitted power is assumed for
each transmitting node. This power level is equal to the required trans-
mitted power to mitigate the path loss without considering any interfer-
ence plus a slack value to allow for concurrent transmissions. The
transmitted power level is incorporated within the path loss model
and denoted as gij for the link (i, j) 2 U. We relax the assumption of a
constant power transmission per link in Section 9.5. Finally, we assume
a constant frame length equal to T timeslots and by N we denote the
lumpsum power of background and thermal noise. To formulate the
problem we also introduce the Boolean variable xij

t, which is defined as

xt
ij ¼

1 if link (i, j) transmits at timeslot t
0 otherwise

n

(9:1)

Based on the above assumptions, the linear integer program with the
objective of maximizing the weighted sum of allocated rates per link
(i.e., throughput) can be written as

max
x

X

T

t¼1

X

(i, j)2U

bij
P

(k,m)2U
bkm

xt
ij

s:t:
X

T

t¼1

xt
ij � mi 8 (i, j) 2 U (i)

X

T

t¼1

xt
ij � 1 8 (i, j) 2 U (ii)

X

k 2 UT

xt
kj � 1 8 j 2 UR, 8 t (iii)

X

k 2 UR

xt
ik � 1 8 i 2 UT , 8 t (iv)

X

j 2 UR

xt
ij þ

X

k 2 UT xt
ki

� 1 8 i 2 UT \ UR, 8 t (v)

�ggijx
t
ij þ (1� xt

ij)L
P

(k,m)=(i, j)2U

�ggkjx
t
km þ N

� g 8 (i, j) 2 U, 8 t (vi)

xt
ij 2 {0, 1} 8 (i, j) 2 U, 8 t (vii) (9:2)
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The first set of constraints, (i), corresponds to a maximum allowable
timeslot allocation per link. This allows the flexibility of dynamically
assigning different upper bounds on rate allocation per link. Con-
straint (ii) guarantees a minimum rate allocation for every active link
in the network (henceforth we assume that the minimum rate alloca-
tion is one timeslot per frame). The third set of constraints, (iii),
ensures that only one node can send traffic to the same receiving
node in each timeslot (indegree constraint). Likewise, constraint (iv)
ensures that a transmitting node can only send traffic to one receiving
node per timeslot (outdegree constraint). By the same token, con-
straint (v) binds the previous two constraints by ensuring that a node
cannot transmit and receive at the same timeslot (degree constraint).
This set of constraints is active only for the nodes that are both
receivers and transmitters, i.e., i 2 UT \ UR. The SIR constraints, that
should be satisfied for every link that transmits at a specific timeslot,
are shown in (vi). In the SIR constraints, g denotes the target SIR
threshold. The parameter L is introduced so that the constraint is
satisfied when a link is not transmitting on a specific timeslot. This
parameter should be greater than the total aggregate interference pro-
duced in the mesh network, and therefore a suitable value could be

L ¼ a � g
X

(i, j)2 U

�ggij þ N

 !

(9:3)

where a is a small integer. All of the foregoing analysis can be
extended to include multirate decisions per timeslot and power con-
trolled transmission. This is the focus of Section 9.5.

9.5 JOINT POWER CONTROL AND MULTIRATE
ALLOCATION

Let us assume that the system is equipped with a predefined set of
modulation schemes allowing multirate transmission. In such a setting,
the focus point is how to optimally explore the relationship between
power allocation and corresponding link capacity. Let r 2 R be the set
of allowable transmission rates per timeslot. Contrary to Section 9.4.2,
here we additionally perform power control by introducing the
variable pij

t that expresses the transmitted power by node i in link
(i, j) under the constraint that 0 � pij

t � Pmax, 8 t 2 {1, . . . , T }. The
variable Pmax expresses the power ceiling at the transmitting node.
Under the assumption of a constant target bit error rate, i.e., Eb=N0¼G,
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different transmission rates can be translated into different SIR
requirements, which we will denote as gr . The rational of utilizing
different thresholds is that if an SIR value of gr can be supported in a
specific link, then the transmitting node of this link can utilize rate r at
the allocated timeslot. To be able to express now the problem in a
mathematical programming setting we introduce the Boolean vari-
ables xt

ijr , which are defined as

xt
ijr ¼

1 if r 2R / {0}
0 otherwise

n

(9:4)

We therefore propose to solve the following mixed integer linear
program for joint power and multirate control

max
x, p

X
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X

T
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X

(i, j)2U

bij
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(k,m)2U

bkm
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0 � pt
ij � Pmax 8 (i, j) 2 U, 8 r 2 R (ix)

xt
ijr 2 {0, 1} (x) (9:5)
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In order to couple the Boolean variables with the transmitted power
variables, an extra constraint has been imposed that forces the Boolean
variable xt

ijr to zero when the corresponding transmitted power level pt
ij

is zero. Since there are more than one possible transmission rates,
constraint (vi) ensures that only one rate can be used at any timeslot.

9.5.1 Incorporating Discrete Transmission Power Levels

A more realistic scenario would be to consider discrete power trans-
mission levels of the nodes rather than continuous ones. The opti-
mization problems defined so far can be extended to include a set
of of discrete transmission power levels Lk 1 � k � K per link, i.e.,
pijk

t (i, j) 2 U, k 2 L, t 2 {1 ��� T }. By introducing the Boolean variables dk

2 {0,1} the discrete transmission power level can be expressed as

pijk ¼ dkLk (i, j) 2 U, k 2 L (9:6)

The following new constraint need to be added to the optimization
problem to ensure that only one discrete power level is selected per
timeslot.

X

k2L
pt

ijk ¼
X

k2L
dkLk � 1 8 (i, j) 2 U, t 2 {1 � � � T } (9:7)

All previously mentioned constraints are also valid for the formulation
of the problem with discrete levels of transmission power, with add-
itional jUj� K further constraints.

9.5.2 Composite Functions: Maximizing Throughput While
Minimizing Power

We can extend the previous formulated linear integer programs to
include multiobjectives. One interesting scenario is a biobjective pro-
gram that aims to maximize throughput with the minimum possible
transmission power. This biobjective mixed integer program can be
formulated as

max
x, p

X

r2R

X

T

t¼1

X

(i, j)2U

bij
P

(k,m)2U
bkm

xt
ijr
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,
X
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t¼1

X

(i, j)2U

X

k2L

pt
ijk

" #

(9:8)

constraints in Equation 9.5
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From this biobjective program we can derive a single-objective math-
ematical program by taking a nonnegative linear combination of the
objective functions [22]. Each selection of the weight will produce a
different single-objective problem, and optimizing the resulting prob-
lem produces a Pareto outcome. For the above defined biobjective
problem, the combined criterion is parameterized by the single scalar
parameter 0 � j � 1. These two weighted sums are in general non-
conflicting objectives, since minimizing the consumed power within
the network can potentially lead to an increase of the aggregate
throughput. We should note that this may not be always the case. It
has been shown that the optimal transmission power is determined
by the number and density of nodes in the network together with
the aggregate load and the minimal transmission power may not lead
to maximum throughput [24]. Therefore by scalarizing the biobjective
problem allows us to study these trade-offs and synergies between
throughput and transmission power under different network topolo-
gies and number of active links. For a fixed weight j, the solution of
the optimization problem would balance between aggregate transmis-
sion rate and power consumption in the network. The single-objective
optimization program can be formulated as

max
x, p

(1� j)
X

r2R

X

T

t¼1

X

(i, j)2U

bij
P

(k,m)2U

bkm
xt

ijr � j
X

T

t¼1

X

(i, j)2U

X

k2L
pt

ijk

subject to
X

k2L

pt
ijk ¼

X

k2L

dkLk � 1 8 (i, j) 2 U 8 t 2 {1 � � � T }

(9:9)

constraints in Equation 9.5.
If we consider the first term in the objective as a reward function
and the second as a penalty function, then the parameter j controls
the relative ‘‘weight’’ of these two terms. The above problem formu-
lation represents a weighted sum of two objective functions and since
the weighting variable can vary between zero and one there are
typically infinite number of optimal solutions (Pareto frontier). By
inspecting the biobjective function we can provide a smaller range
of desirable values for the weighting parameter j. Note that in order to
allow a timeslot allocation to a specific link, the award acquired (first
term in the objective) should be larger than the maximum penalty
from the cost function (second term in the objective). Since the
minimum reward is related to the link with the fewer number of
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backlogged packets the following constraint should be imposed to the
choice of weight j.

jPmax � (1� j) min
bij

P

(k,m)2U

bkm

0

B

@

1

C

A

(9:10)

or

j � min (bij)

min (bij)þ Pmax

P

(k,m)2U

bkm
(9:11)

9.6 LP-RELAXATION WITH ROUNDING

Since there is no efficient algorithm known for solving integer pro-
grams in bounded time (and there cannot exist any unless P¼NP), the
above formulation does not help us solve the scheduling problem. It
does however guide us to a natural relaxation which helps us find a
good approximation algorithm. In LP-relaxation, each of the variables
xij

t is in the range from zero to one and therefore converted from
integer variables to fractional ones. The LP-relaxation, problem can
be solved in polynomial time, either by using Khaciyan’s ellipsoid
method [17] or some interior point method based on the ideas of
Karmarkar [18]. In practice, the algorithms most commonly used are
variations of Dantzig’s simplex algorithm [19], even though this
requires exponential computational time in the worst case scenario.
The optimal solution of the LP-relaxation problem can be treated as a
probability vector with which we choose to include a link to a specific
timeslot. In that sense, if xij

t is near to one, it is likely that this link will
be included in the current timeslot. If, on the other hand, the optimal
solution of the LP-relaxation problem is near zero, it will probably not
be included in the current timeslot. We denote the optimal solution of
the linear relaxation problem as x̂ij

t.

9.6.1 Deterministic Rounding

Let us first assume the following rounding scheme:

xt
ij ¼

1 if x̂xt
ij � 0.5

0 if x̂xt
ij < 0.5

(

(9:12)
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We will now examine how the above deterministic rounding scheme
affects the feasibility of the optimization problem (Equation 9.2).

On the constraint regarding the minimum allowable allocation per
link, the optimal fractional solution satisfies the inequality and there-
fore we can write

X

T

t¼1

x̂xt
ij � 1 8 (i, j) 2 U (9:13)

This implies that for link (i,j), either two different timeslots have been
allocated fractionally with x̂xij

t � 0.5 or one timeslot has been allocated
and the constraint is satisfied with equality, i.e., x̂xij

t ¼ 1. Therefore, in
both cases, the integral solution will also satisfy the inequality.

The fractional solution also satisfies the indegree constraint, i.e.,

X

i2UT

x̂xt
ij � 1 8 j 2 UR, 8 t (9:14)

The above inequality infers that either all x̂xij
t< 0.5 and therefore the

integral inequality is satisfied or only one x̂xij
t � 0.5 and therefore

the integral constraint is satisfied with equality. With the same argu-
ment we can show that also the outdegree and degree integral con-
straints are satisfied when the rounding scheme is applied on the
fractional solution.

The fractional solution of the LP-relaxation problem satisfies the
SIR constraint (Equation 9.5 (viii)), therefore we can write

�ggij x̂x
t
ij þ (1� x̂xt

ij)L� g
X

(k,m)=(i, j)2U

�ggkj x̂x
t
km þ N

0

@

1

A � 0 (9:15)

If x̂xij
t < 0.5 then xij

t¼ 0 therefore the integral constraint is also satisfied.
If we denote by M the set of links where x̂xkm

t � 0.5 then the integral
constraint that should be satisfied can be written as

�ggij � g
X

(k,m)=(i, j)2M

�ggkm þ N

0

@

1

A 8 (i, j) 2 M (9:16)

9.6.2 Randomized Rounding

The randomized rounding approach to find efficient and near-optimal
solutions is due to Raghavan and Thompson [20] and Raghavan [21],
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where each variable is rounded independently with probability
depending on the fractional part of its value. This allows the use
of Chernoff-type large deviation inequalities, showing that a sum of
independent random variables is highly concentrated around its
expectation. In that respect, randomized rounding has been applied
to numerous combinatorial optimization problems that can be formu-
lated as integer linear programs. In randomized rounding, the solution
of the linear program relaxation is used as probability to round the
variable towards zero or one. More specifically, the rounding proced-
ure can be more formally described as

�xxt
ij ¼

1 with probability x̂xt
ij

0 with probability 1� x̂xt
ij

�

(9:17)

An example of the operation of the randomized rounding procedure is
summarized in Figure 9.2 and Figure 9.3. Figure 9.2 shows the solution
of the linear program relaxation in the case of 10 active links that need
to be scheduled in a frame with 5 timeslots. Figure 9.3 shows a feasible
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Figure 9.2 Fractional solution based on linear program relaxation [10 active
links, 5 timeslots].
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allocation achieved in just few iterations of the randomized rounding
procedure. As can be seen from these two figures, active links that
have fractional solutions close to one, transmit at multiple timeslots in
the integral solution.

9.7 ANALYSIS OF RANDOMIZED ROUNDING

The randomized rounding scheme needs several iterations to find a
feasible solution. We would like to find out what the probability is that
the solution of the randomized rounding scheme will satisfy the
constraints. This in turn will give us the likelihood of a feasible
solution. Our brief analysis concentrates on the SIR constraints,
which are the most complex ones. We derive an upper bound on
the probability with which the solution of the randomized rounding
scheme (Equation 9.17) will not satisfy the SIR constraints.

We use the following well known Chernoff bound-type result.
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Figure 9.3 A feasible solution based on randomized rounding [10 active links,
5 timeslots].
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Theorem 9.7.1 (HOEFFDING-CHERNOFF BOUND) Let uk 2 [0,1], k 2 K
for a finite set K, be independent random variables. Let V¼

P

k2K
uk

and m¼ E
�

P

k2K
uk

�

, then we have:

Pr (V � (1� d)m) � exp � d2m

2

� �

(9:18)

Pr (V � (1þ d)m) � exp � d2m

3

� �

(9:19)

We apply Theorem 9.7.1 to find the desired upper bound. The
SIR constraint can be written as follows for each link (i, j) and each
timeslot t:

(L� gN ) � (L� �ggij)x
t
ij þ g

X

(k,m)=(i, j)2U
�ggkjx

t
km (9:20)

Let us define by W¼L�gN, wij¼L� gij and wkm¼ggkj for (k, m)=
(i, j)2U. Thus we can rewrite the SIR constraint of Equation 9.20 as

X

(i, j)2U

wijx
t
ij � W (9:21)

Since transmission power levels are chosen so that the SIR constraint is
satisfied in a pure TDMA transmission, i.e., gij � gN, we have

wij

W
� 1 8 (i, j) 2 U (9:22)

Since xij
t is the integral solution that results from the randomized

rounding proceduce defined in Equation 9.17, we note that E(xij
t)¼ x̂xij

t .
We define the random variable, uij ¼ wij

W � �xxt
ij . Due to the fundamental

problem setting assumptionof Equation 9.22, we have uij2 [0,1]. Further,
the variables uij are independent since they are scalar multiples of the
variables xij

t, which are independently sampled using the randomized
rounding scheme. The expected value of uij is

E{vij } ¼ E
wij

W
� �xxt

ij

n o

¼ wij

W
E{�xxt

ij } ¼
wij

W
� x̂xt

ij (9:23)

Regarding the m value, we can see that

m ¼ E
X

(i, j)2U

uij

( )

¼
X

(i, j)2U

wij

W
� x̂xt

ij (9:24)
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Since the solution of the LP-relaxation satisfies the SIR constraint, from
Equation 9.21 we have

X

(i, j)2U

wij x̂x
t
ij � W (9:25)

Thus the probability that the SIR constraints are not satisfied within a
range of d is

Pr
X

(i, j)2U

wij �xx
t
ij > (1þ d)W

 !

� Pr
X

(i, j)2U
wij �xx

t
ij > (1þ d)

X

(i, j)2U

wij � x̂xt
ij

 !

¼ Pr
X

(i, j)2U

wij

W
�xxt

ij > (1þ d)
X

(i, j)2U

wij

W
� x̂xt

ij

 !

¼ Pr
X

(i, j)2U
uij > (1þ d)m

 !

� exp � d2m

3

� �

where we used inequality (Equation 9.25), equality (Equation 9.24)
and Theorem 9.7.1 for variables yij in this order.

The above analysis regarding the SIR constraint provides insights
on the hardness of finding feasible solutions using the randomized
rounding based on the fractional solutions provided by the relaxation
algorithm. Thus, for a given WMN topology, average channel gains
and received signal quality thresholds (g) the probability of satisfying
the SIR constraint for every active link can be calculated.

9.8 BOOSTING PERFORMANCE BY NONINDEPENDENT
RANDOMIZED ROUNDING

So far, the basic independent randomized rounding scheme has been
discussed that allows approximate solutions to the linear integer
program to be found. However, timeslot allocations attained by inde-
pendent randomized rounding may fail to satisfy a subset of the
constraints. For example, with an increased number of links and
time slots, fractional solutions such as x̂xi,j

t � 1=T, which could arise
from the constraint

P

t xij
t � 1, result in a low probability that the

corresponding rounding integer values xi,j
t will satisfy this constraint.

Nonindependent randomized rounding on the other hand allows
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flexibility on the rounding procedure that can potentially increase the
performance of the algorithm [23].

The first level of dependence that canbe introducedon the rounding
decision is based on the indegree, outdegree, and degree constraints.
When a link is rounded to one, the corresponding ‘‘conflicting’’ links as
given by these constraints are automatically rounded to zero. This
ensures that the indegree, outdegree, and degree constraints are
always satisfied. Further, to avoid similar rounding in different iterations
of the randomized rounding scheme, the links are picked randomly for
performing rounding.

Based on the fractional solution provided by the LP-relaxation a
number of different rounding strategies can be envisioned to provide a
trade-off between feasibility and optimality of the integer solution. By
takingacloser look into the structureof the fractional solutionsprovided
by the linear program, two important properties canbedrawn.Depend-
ing on the aggregate rate (bandwidth) requests and channel conditions,
the fractional allocations that some links are receiving satisfies tightly the
constraint of the minimum rate requirement (one timeslot per frame).
On the other hand, for some other links the fractional solution will be
close to one and therefore it is highly probable that they will receive
multiple timeslots per frame after the rounding procedure. In light of
theseobservationswe taxonomize the active links in threedifferent sets.

The first set, denoted by U1, includes all the links which satisfy
tightly the constraint regarding the allocation of one timeslot per
frame. The probability that these links will be actually allocated a
timeslot after the rounding procedure, is linearly decreased with the
length of the frame (T). The rounding procedure works as follows:
each rounding iteration starts with the first timeslot, then a link is
randomly picked and the corresponding fractional solution from
the linear programme is rounded into an integral variable, and then
the algorithm moves to the next timeslot. For links in the set U1, the
algorithm monitors whether they have been allocated a timeslot so far
(within the current timeframe) and if they have not, the probability of
rounding towards to one is gradually increased over the next time-
slots. This continues until an allocation occurs and then their prob-
ability of rounding towards one is setback to the original probability.
For the links in U1, the probability in each timeslot is increased
according to the coefficient v1. By increasing these probabilities the
number of feasible solutions is accordingly expected to increase.

The second set, denoted by U2, includes the links with fractional
solutions close to one. These links have a high probability of attaining
multiple timeslots per frame in the integer solution. With an increased
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number of timeslots allocated to these links, the objective function
is maximized but the probability of acquiring feasible solutions is
decreased. This is due to the fact that these links will be allocated a
timeslot with probability close to one and therefore the possible
permutations of allocating timeslots among the active links are
decreased. One way to increase the number of feasible solutions is
to decrease the probability of the links in U2 to be allocated a timeslot.
The reduction of the probability is done with the coefficient v2. The
penalty that has to be paid for increasing the number of feasible
solutions is that the objective value is decreased.

In order to allow a trade-off between optimality and feasibility,
a third set of links is defined, U3, that correspond to the links with
intermediate values of fractional solutions. The probabilities of the
links in U3 are decreased, once a slot allocation occurs, with a factor
v3, which is larger than the one used for the links in the second set,
i.e., v3 � v2. In this way the number of feasible solutions located by
the randomized rounding algorithm is increased, while at the same
time allows more allocations of links from the set U2, that make a
major contribution to the maximization of the objective function.

The parameters v1, v2, v3 can be adjusted depending on the
desired preference of feasibility vs. optimality.

9.9 USING CONTINUOUS OPTIMIZATION FOR THE
INTEGER TIMESLOT ALLOCATION PROBLEM

In this section the (mixed) linear integer programme is reformulated
into a continuous quadratic nonconvex optimization problem. There
are close connections between nonconvex quadratic optimization
problems and combinatorial optimization. Many integer linear and
integer quadratic optimization problems can be reformulated as quad-
ratic programming problems in continuous variables. Such a reformu-
lation usually may not lead to more effective algorithms, but it
provides some insight into the structure of these problems. The pre-
viously formulated linear integer programs can be formulated as
quadratic continuous programs as shown below:

min
x

X

r2R

X

T

t¼1

X

(i, j)2U

m xt
ijr(1� xt

ijr)�
X

r2R

X

T

t¼1

X

(i, j)2U
wijrx

t
ijr (9:26)

subject to constraints in (Equation 9.5)

xt
ijr 2 [0,1]
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The parameter m should be chosen large enough so that the quadratic
term in the objective function becomes the dominant one for integral
solutions. We should note that the continuous version of the problem
still encounters the same level of computational complexity as the
integer version. This is because the continuous version of the opti-
mization problem has local minima at every vertex of the rectangular
polytope defined by the upper and lower bounds of the xijr

t variables.
It can be easily seen that the above problem has 2TRjU j local minima.
Therefore, in the worst case scenario an exponential amount of time
would be required to find an optimal solution. Reformulating the
problem of link scheduling as a continuous optimization problem
allows the introduction of nonlinear terms in the objective function
and therefore the utilization of nonlinear programming tools.

9.10 NUMERICAL INVESTIGATIONS

9.10.1 Experimental Design

The numerical investigations are based on grid topologies aiming
to evaluate the effect of the number of active links on different perform-
ance aspects of the system. Even though grid topologies may not repre-
sent realistic mesh network configurations, they facilitate a detailed and
systematic discussion on the performance of different algorithms. As an
example a topology with 64 nodes and 40 active links in a 8� 8 grid is
shown in Figure 9.4. The coefficients of the objective function are
normalized fractions which are uniformly randomly allocated to each
active link. The link gains take into account only path loss and the SIR
threshold, g, is the same for all links. The reported simulation results have
been conducted using ILOG AMPL=CPLEX 9.0 and MATLAB 7.0.

9.10.2 Simulation Results

The computational complexity of mainly all of the optimization prob-
lems discussed is characterized by a complex synergy between
the number of active links (Boolean variables in the problem) and the
number of constraints which is mainly affected by the number of avail-
able timeslots. Therefore, it is expected that the computational com-
plexity will not decrease as the number of available timeslots increases.
Figure 9.5 shows the computational complexity of LP-relaxation for
different number of active links. Here the complexity does not increase
linearly with the number of active links. Therefore, for very large num-
ber of active links, a possible different approach would be to solve the
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Figure 9.4 40 Active links in an 8� 8 grid network.
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Figure 9.5 Computational time for the linear programming relaxation problem.
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relaxation problem with a greedy algorithm before feeding this solution
into the randomized rounding engine. We should note that for the same
set of problems, CPLEX managed to find the optimal solution for integer
programs with instances of up to 20 active nodes.

Figure 9.6 shows the number of feasible solutions that have been
found by the randomized rounding procedure with respect to the
number of timeslots per frame (for a fixed number of iterations). It is
interesting to note that the number of feasible solutions decreases as
the number of timeslots approaches the minimum frame length; this is
because it becomes harder to pack these links within a small time
frame and thus there are fewer feasible solutions. However, the num-
ber of feasible solutions also decreases after a certain number of time
slots; this is due to the large size of the problem, which increases with
T, and even though there are many feasible solutions the randomized
rounding scheme needs more iterations to find the same number of
feasible solutions.
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Figure 9.6 Number of feasible solutions found by the randomized rounding
algorithm with respect to the number of available timeslots.
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Figure 9.7 depicts the solutions obtained by the randomized
rounding algorithm in contrast with the upper bound, which is the
fractional solution. The number of active links used is 40 and T equals
to 20. The figure also includes the performance of the following
rudimentary greedy algorithm. We sort the values of the objective
function and we satisfy the T largest between them. The greedy
algorithm then tries to pack the remaining links in any of the T time-
slots but with only one passage through the timeslots. This greedy
algorithm does not produce in general feasible solutions but was
included in the figure to show the margins on the solution.

Finally, the box-plot of Figure 9.8 shows the trade-off between the
number of feasible solutions that can be found and the objective value
of these solutions, by adjusting the coefficients vi described in Section
9.8. As can be seen from the figure, an increase in the coefficient v2 for
the set of links U2, results in solutions with better objective function,
but the number of the total feasible solutions found by the random-
ized algorithm is decreased.

5 10 15 20 25 30 35 40

5

10

15

20

25

30

35

40

45

50

55

Feasible solutions

O
bj

ec
tiv

e 
fu

nc
tio

n

Nonindependent randomized rounding
Linear programming relaxation
Greedy algorithm

Figure 9.7 Comparison between the upper bound on the solution, randomized
rounding and a baseline greedy algorithm.

Yan Zhang / Wireless Mesh Networking AU7399_C009 Final Proof page 322 23.10.2006 1:22pm

322 & Wireless Mesh Networking



9.11 OPEN RESEARCH PROBLEMS

9.11.1 Scheduling Under Uncertainty

The model formulations that we have encounterd so far in the chapter,
together with the related work that have been reviewed, are deter-
ministic in nature. This fundamental assumption implies that the vari-
ability of the inherently uncertain parameters such as the link gains
and traffic demands is not taken into account and the focus is on
complexity and algorithmic aspects of the scheduling schemes. In
reality, link gains and traffic demands are stochastic in nature and
mean values may not be representative. Being able to take this ran-
domness into account is critical for scheduling in WMNs and this
requirement may need a complete new set of problem formulations
and solving techniques. We could for example consider the require-
ment on the SIR as a probabilistic constraint. By imposing a reliability
restriction, h, on the SIR system constraints, the linear program can be
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Figure 9.8 Feasibility vs. optimality of the solution depending on the selection
of v factors.
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transformed into a chance constrained program (CCP) by altering the
SIR constraint as

Pr
�ggijx

t
ij

P

(k,m)=(i, j)2U

�ggkjx
t
km þ N

� g

8

>

<

>

:

9

>

=

>

;

� h (9:27)

This probabilistic constraint can provide an insight into the trade-
offs between the risk of an SIR threshold violation and the total
value of the objective function, which directly relates to the aggregate
throughput. Keeping in mind that violation of the SIR inequality is
synonymous to an erroneous transmission, a study of this trade-off is
important, since it allows a more complete picture on the system
performance.

To formulate and solve the link scheduling problem under uncer-
tainty, results from stochastic and chance constraint programming [25]
or stochastic approximate dynamic programming [26] may need to be
deployed.

9.11.2 Distributed Link Scheduling

The mathematical programs discussed in this chapter have two fun-
damental properties: they are centralized and the interference pro-
duced by concurrent transmissions is explicitly taken into account
(SIR constraint). A different approach, which has been widely used,
is the graph theoretic based STDMA scheduling [27]. Graph theoretic
scheduling algorithms are based on the protocol interference model
[28], in which actual collisions can only occur due to primary or
secondary interference (resembling the indegree, outdegree, and
degree constraints). By taking into account only the set of one or
two hops apart nodes, the issue of collision-free scheduling can be
considered as a coloring problem, i.e., one hop or two hop neighbor
nodes must be scheduled to transmit in different timeslots [29]. Due to
this assumption, graph theoretic scheduling algorithms are more
amenable to distributed implementation as opposed to interference-
based algorithms. Despite this fact, previous work has shown that by
ignoring the accumulative effect of interference in the wireless net-
work, graph-based schemes can perform poorly [30,31]. Therefore,
efficient distributed algorithms based on the interference model for
STDMA scheduling are an open research issue that requires further
investigations.
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9.11.3 Layering as Optimization Decomposition

One of the fundamental open research problems in cross-layer
designs for wireless networks is the realization of efficient distributed
algorithms that incorporate routing and flow control decisions. The
issue of routing and=or congestion control over the Internet perceived
as a network utility maximization problem was first studied in the
seminal papers of Kelly [32] and Low [33]. Since then there has been a
significant research attention to jointly optimize routing and conges-
tion control decisions on wired networks using primal–dual decom-
position techniques [34]. The basic assumption of these algorithms is
that link capacities are fixed and therefore can not be applied for
wireless networks where interference, mobility, and channel impair-
ments create links with time-varying capacity. Only recently the
implications of the wireless time-varying channel together with sched-
uling constraints have been considered to formulate joint scheduling,
routing, and congestion control algorithms in a systematic way [35,36].
The interactions of these distributed schemes with different schedul-
ing algorithms together with performance aspects in terms of over-
head, stability, and achievable rates is an open-ended research
challenge.

9.12 CONCLUSIONS

In this chapter we have discussed architectural aspects of all IP-based
WMNs, focusing mainly on the formulation of mixed integer linear
programs for link scheduling that utilize cross-layer information. Since
these programs are intractable, approximation engines based on linear
programming relaxation and randomized rounding, that can provide
near-optimal decision making, have been studied. Performance evalu-
ation of these schemes in a rectangular network topology with differ-
ent number of active links has also been included.

In order to gauge the potential impact of WMNs in the future, a
significant number of research challenges need to be met. The most
prominent of them are in the area of distributed algorithms for perform-
ing joint scheduling, routing, and congestion control. Robust architec-
tural paradigms based on such cross-layer designs are wanting.
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The last decade has shown a phenomenal growth in wireless commu-
nication technologies. At the same time, Internet-like multimedia
applications are becoming more and more attractive to mobile users.
Wireless mesh networks (WMNs) currently appear to be a promising
evolution of traditional wireless communications, and recent research
efforts addressed the main challenges posed by WMNs. For instance,
new routing, autoconfiguration, and self-healing strategies have been
proposed. However, limited bandwidth, scarcity of wireless channels,
and multihop connections coupled with a highly dynamic topology
pose a severe challenge to the quality and interactivity levels of
multimedia communications. This chapter will first analyze the quality
of service (QoS) requirements of multimedia communications, and
how mesh network environments are challenging from the multi-
media delivery perspective. Then recent advances at the transport
level will be summarized, focusing on the most important proposals
aimed at maximizing the quality experienced by the user. In particular,
protocols will be evaluated with respect to the QoS guarantees that
they can provide for multimedia applications. Finally, we will analyze
the architectural requirements that are necessary to deploy successful
innovative multimedia services in wireless mesh scenarios. While
analyzing current solutions and proposals, particular attention will
be given to open problems and challenges.

10.1 INTRODUCTION

A number of multimedia services are already available over wireline
packet networks such as the Internet, ranging from interactive voice
communications (voice over Internet Protocol [VoIP]) to live and on
demand multimedia streaming. At the same time, rapid diffusion of
wireless devices is increasingly shifting the users toward wireless
technologies. Significant challenges must be addressed to provide
successful real-time multimedia communications in wireless scenarios
due to the intrinsic unreliability of wireless channels. Users moving to
wireless communication networks, however, expect the same level of
performance as their wireline counterparts. Therefore, much research
effort has been devoted to investigating how to optimally address the
challenges posed by wireless multimedia communications.

WMNs, in particular, require to address a number of additional
issues compared to traditional wireless networks, such as the poten-
tially high number of traversed hops, which may negatively affect the
performance of real-time multimedia applications. However, peculiar
characteristics of mesh networks such as the presence of a potentially

Yan Zhang / Wireless Mesh Networking AU7399_C010 Final Proof page 330 23.10.2006 1:23pm

330 & Wireless Mesh Networking



large number of densely interconnected nodes might be exploited by
new transmission schemes to overcome the limitations caused by the
unreliability of wireless channels and the highly dynamic behavior of
network nodes.

This chapter first analyzes the typical communication and robust-
ness requisites of real-time multimedia applications to understand the
main issues involved in designing successful multimedia applications
over WMNs. Then, a review of the current research efforts focused at
providing QoS for multimedia applications at the transport level is
presented, highlighting open research issues and challenges. Finally,
some innovative multimedia applications over WMNs are examined,
with particular attention to the architectural requirements and open
issues.

10.2 MULTIMEDIA CHARACTERISTICS AND QUALITY
OF SERVICE REQUIREMENTS

10.2.1 Communication Requirements

In contrast to generic data communications, multimedia communica-
tions have more stringent QoS requirements that must be fulfilled to
provide an acceptable service. In particular, multimedia traffic is char-
acterized by strong time sensitivity and inelastic bandwidth require-
ments. Multimedia packets, in fact, must be available at the decoder
before their playback time (deadline) to allow an undistorted media
reconstruction. Packets that are not received before their deadline
become useless. Excessive end-to-end delays might negatively affect
user experience as well, for instance, impairing the ability to effect-
ively interact with other users. Regarding bandwidth requirements,
multimedia data are generally encoded at a fixed data rate, as in the
voice and audio cases. If the bandwidth required by the compressed
data exceeds the channel capacity, packet losses will occur causing
distortions in the decoded data.

Figure 10.1 shows the main components of a generic multimedia
communication system. In addition to the encoder/decoder elements,

Multimedia
signal Playout

buffer
Network

Media
encoder

Media
decoder

Reconstructed
multimedia signal

Figure 10.1 Typical multimedia transmission chain.
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a playout buffer called dejitter buffer is generally introduced before
the media decoder to compensate the unequal packet delays caused
by the network. The playout buffer allows to trade off a reduction of
excessively delayed packets for an increase of the overall end-to-end
delay.

From a communication point of view, multimedia applications can
be divided into two classes:

1. Interactive applications, such as voice communications and
videoconferencing

2. Streaming applications, such as audio and video on demand
(VoD), live streaming, and video surveillance

The first group includes all the applications that require some form of
interaction between the end nodes. This group of applications is very
demanding in terms of delay requirements. For instance, the typical
maximum allowed end-to-end delay to achieve a transparent inter-
action is �150 ms [1]. Such a stringent requirement usually implies that
the whole system, including sender and receiver nodes, must be
designed and optimized to fulfill the maximum delay constraint. If
an error control strategy is used, for instance, it should rely on low-
delay mechanisms, such as forward error correction (FEC). Con-
versely, high-delay mechanisms such as end-to-end retransmission
requests should be avoided.

For streaming applications an end-to-end delay of a few seconds is
usually acceptable; therefore, the effect of packet losses and errors
may be mitigated using relatively slow but very efficient automatic
repeat request (ARQ) mechanisms, often combined with FEC schemes
[2,3]. Moreover, in streaming applications the relaxed delay require-
ments allow the transmitter to perform complex optimizations. For
instance, rate-distortion optimized packet scheduling and retransmis-
sion [3] based on the importance of the packets from the multimedia
decoding perspective have been shown to optimize network resource
utilization as well as maximize performance.

10.2.2 Robustness Issues

Another important characteristic of compressed multimedia bitstreams
is the highly nonuniform perceptual importance of the elements that
compose the stream. Each syntax element, if lost, has a different
perceptual impact on decoded data. This characteristic has to be
carefully considered in multimedia communication systems, otherwise
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it is possible that a few but unlucky errors might cause a significant
distortion in the decoded media. As an example, consider the moving
picture experts group (MPEG) coded video stream shown in Figure
10.2. If an I-type frame is lost, the number of potentially affected
frames is very high, i.e., all the frames until the next I-type frame,
while the loss of a B-type frame does not affect any other frame.

A number of error control strategies have been proposed to
enhance the error resilience of multimedia communications. The
introduction of error-resilient coding modes during the encoding
process helps to limit the artifacts caused by errors and packet losses
[4]. At the transport level, channel coding techniques based on error-
correcting codes can greatly reduce the residual error and packet loss
rate. At the same time their use must be carefully tuned because they
reduce the bandwidth available for the multimedia encoder.

Application and transport level aspects can also be jointly taken
into account. This has led to a number of optimized schemes. For
instance, in the widely studied unequal error protection (UEP)
schemes important elements are protected more effectively than
others to reduce the probability that errors cause a significant distor-
tion in the decoded media data [5,6]. Other schemes take advantage of
the different QoS levels offered by the network [7,8]. Finally, some
techniques aim to optimize the system as a whole, concurrently
exploiting both application level error-resilient coding modes and
transport level protection schemes, leading to the so-called joint
source-channel coding [9–11].

10.2.3 Perceived Quality Evaluation

Assessment of the quality as perceived by the user is usually carried
out to evaluate the performance of a multimedia communication
system. Users’ satisfaction is, in fact, the ultimate metric to evaluate a
multimedia service. Given the nonuniform importance of the various
elements in a compressed multimedia bitstream, network-level

B B B B

P PI

Figure 10.2 Typical data dependency in a compressed MPEG video stream.
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metrics such as throughput and packet loss rate might not be a
suitable indicator to estimate the quality as perceived at the applica-
tion level.

Subjective experiments are the best assessment technique to
achieve reliable perceptual quality indications for multimedia com-
munications. However, the need for many different subjects, the time
required to perform the experiments, and the need for controlling and
reproducing the same conditions for each subject make them very
expensive. A number of procedures have been standardized for
various media types [12–14]. Generally, the opinions of different sub-
jects are averaged producing the so-called mean opinion score (MOS)
value.

To overcome the costs and complexity of subjective experiments,
algorithms that compute objective quality measures have been pro-
posed. For instance, perceptual evaluation of speech quality (PESQ)
and perceptual evaluation of audio quality (PEAQ) algorithms [15,16]
for voice and audio, respectively, are widely used as an alternative to
subjective experiments. They are able to provide a good correlation
with MOS values. For video, the mean squared error (MSE) and the
peak signal-to-noise ratio (PSNR) are the most used objective meas-
ures due to their computational simplicity. The MSE and PSNR of a
picture are defined as:

MSE ¼ 1

NM

X

N

i¼1

X

M

j¼1

(yi,j � ŷyi,j)
2 (10:1)

and

PSNR(dB) ¼ 10 log10

(2b � 1)2

MSE
(10:2)

where M and N are the size in pixels of the picture, yi, j is the value of
the pixel in position i,j in the original picture, ŷyi, j is the value of the
pixel in the same position in the analyzed picture, and b is the number
of bits used to represent each pixel value. However, these two meas-
ures have strong limitations because they do not correlate well with
MOS values especially when low-quality video signals are involved
[17]. Nevertheless, objective quality measures can be very useful to
roughly compare different systems and proposals at low cost. More-
over, these measures are used in rate-distortion optimized communi-
cation systems to drive the selection of coding and transmission
modes.
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10.3 PROTOCOLS AND OPEN ISSUES

The growing deployment of wireless technology in everyday scen-
arios actively fosters the evolution of wireless networks into what will
be the network infrastructure of our future. Recently, WMNs emerged
as a key technology for a variety of new applications that require
flexible network support. As an evolution of multihop mobile ad
hoc wireless networks (MANETs), the so-called mesh network config-
uration maintains the ad hoc communication structure that consists of
two architectural levels: mesh routers and mesh clients. Mesh routers
have minimal mobility and form the WMN backbone (see Figure 10.3).
Meshed networks can serve as indoor or outdoor networks. For
example, municipalities might wish to create their network infrastruc-
ture wirelessly or meshes may also serve as outdoor portions of campus
networks. As claims that covering areas with WMN offers greater
bandwidth at a more affordable cost than 3G cellular networks will
be proved to be true, multimedia communications, including video
streaming, VoIP, videoconferencing, and online gaming, will start
taking full advantage of this new infrastructure. However, each class
of applications has a unique set of characteristics that imposes different
network requirements to form a viable working solution. Multimedia
has been shown to be particularly vulnerable to problems such as
bandwidth degradation, network latency, and radio interference

Client nodes

Internet Backbone

Client connections

Wireless routers

Wireless gateways

Figure 10.3 An example of a wireless mesh network (WMN) architecture.
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with the increasing size and complexity of multihop mesh
networks. While data flows (web browsing, email delivery, file trans-
fer) may be almost arbitrarily curtailed and still be useful, multimedia
communications are more demanding in terms of QoS. In fact, if delay,
bandwidth, or packet loss rate are not within a given range, delivering
of voice or video data is of no use, e.g., voice communications
may lose intelligibility. However, before considering specific multi-
media applications and how QoS may be pursued, it is recommended
to study and understand the major technical challenges of mesh net-
working.

In Section 10.3 and 10.4, we focus on 802.11 networks, which
appear to be the most promising networking technology for multi-
media services over WMNs [18,19]. In fact, the IEEE 802.11 working
group is very active in the standardization of new interoperable
802.11-based standards that, in the near future, will provide some
interesting capabilities for multimedia communications such as speeds
up to 100 Mb/s (and above), QoS support, fast handoff, and mesh
functionalities. Particularly relevant to the mesh networking is the
development of the 802.11s standard by the extended service set
(ESS) mesh networking task group. Other IEEE 802 working groups
are currently involved in the definition of mesh networking extensions
to the wireless standards (e.g., 802.15.5, 802.16a, and 802.20). How-
ever, with regard to multimedia transmission, and in particular to real-
time and interactive services such as videoconferencing systems, very
little attention has been devoted to technologies other than 802.11. In
fact, wireless sensor networks with low data rates, as well as wireless
personal area networks with limited resource devices and short-range
communications, severely limit the scenarios for multimedia commu-
nications. For example, high data rate 802.15 ultra-wideband (UWB)
technology is mainly intended for high-speed wire replacement for
consumer electronics. Probably of more interest is the proposal sub-
mitted to the 802.16 standard committee for the medium access con-
trol (MAC) layer mesh extension of the WiMax point-to-multipoint
architecture [20]. However, additional research and standardization
work is needed to bring the full benefits of mesh architecture to
802.16/WiMax [21]. Nowadays, solutions based on 802.11 appear
more advantageous because they are widely deployed and operate
in unlicensed cost-free frequency bands. Nevertheless, it is possible
that in the future Wi-Fi and WiMax will be integrated together so that
802.16 wireless links will introduce additional capacity in the mesh
and expand the network coverage [22].

Yan Zhang / Wireless Mesh Networking AU7399_C010 Final Proof page 336 23.10.2006 1:23pm

336 & Wireless Mesh Networking



10.3.1 Network Capacity

Wireless networks based on the 802.11 standards are widely deployed
in homes, enterprises, and public hot spots. Maximum nominal data
rates vary from 11 Mbps for 802.11b to 54 Mbps for the 802.11g and
802.11a standards. An additional task group 802.11n is working on
higher maximum data rates estimated in a theoretical value of 100–200
Mb/s [23] using multiple transmitter and receiver antennas (multiple-
input multiple-output [MIMO] technology). However, the maximum
achievable throughput for 802.11 networks is far lower than the nominal
data rate due to the nature of the wireless channel. For example, in
802.11b the maximum experimental throughput is �6.2 Mb/s [24] and
decreases as more stations are connected. In particular, when we con-
sider the maximum possible number of VoIP connections in a single
802.11b cell, the protocol inefficiency plays an even more significant
role. The fixed overhead for the transmission of 10 ms speech packets
limits the number of bidirectional 64 Kb/s G.711 voice calls to six, with an
overall throughput of just 768 Kb/s over the nominal 11 Mb/s data rate
[25]. In Section 10.4.2, we will see that in this case the packet-sending rate
plays a more important role than the transmission rate in determining the
network capacity. Thus multimedia communications in wireless net-
works require adequate study to mitigate the effect of packetization,
and admission control policies may be necessary [26].

First-generation wireless network architectures were based on
infrastructure access points (APs) or on direct communication
between nodes. Nowadays, network nodes are gaining the ability to
freely connect among themselves, operating not only as host but also
as router. That is, they can forward packets on behalf of other nodes
that may not be within the direct wireless transmission range of their
destination. As a consequence, in a mesh network a packet destined to
a node in the network may hop through multiple nodes to reach its
destination. Analysis of the capacity of such networks [27] shows that
they suffer from scalability issues, i.e., when the size of the network
increases, their capacity degrades significantly, almost proportionally
to the number of nodes. Moreover, research demonstrated that, to
maximize the network performance in terms of bandwidth, a node
should communicate with nearby nodes only [28]. However, in this
case the large number of consecutive hops required to deliver
the packets may severely limit the QoS experienced by real-time
multimedia communications, especially with regard to performance
metrics such as end-to-end delay, jitter, and packet loss ratio.
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10.3.2 Network Latency

As multimedia applications become a key driver for the deployment of
mesh networks, this converged scenario supporting data services as
well as voice and video applications will start showing very little
tolerance for network latency and jitter. When a packet traverses the
network from node to node, processing and transmission delays are
naturally introduced; latency of several milliseconds per hop may
preclude, after few hops, delay-intolerant applications such as voice
and real-time interactive video.

This problem is mainly due to the single-radio channel nature of
early-generation mesh networks where each node operates in half-
duplex mode and shares the same radio frequency, i.e., all radios on
the same channel must remain silent until the packet completes its
hops within the same collision domain. Use of more sophisticated,
and more expensive, multiradio mesh networks can increase the
system scalability with the creation of a wireless ‘‘backbone’’ called
backhaul network, which interconnects all nodes and handles traffic
between nodes [29]. However, while excessive hop counts can be
sometimes minimized through good network architecture design,
this is not the case for spontaneous, unstructured, ad hoc mesh
networks that require support at the application level to mitigate the
effect of excessive delay and jitter.

Experimental studies [18] evidence how packet jitter variations are
significant in current 802.11 networks. In the University of California,
Santa Barbara (UCSB) MeshNet test bed experiments consisting of
video streams and voice traffic evaluated the performance of multi-
media data delivery through multihop wireless paths. Results con-
firmed that as the length of the transmission path increases the
multimedia transmission performance degrades, and the latency and
loss rate increase. Average packet latency for video traffic that may
allow 10 concurrent flows when a single-hop transmission is consid-
ered, rapidly drops to only two reliable flows when the number of
hops increases to three (with 150 ms as the delay threshold for
interactive applications). New solutions are then needed to dampen
the overall delay, and delay variation for real-time traffic delivery
over WMNs.

10.3.3 Handoff

As shown in Figure 10.3, one of the main characteristics of mesh net-
works is that they have only a few wireless gateways (WGs) connected
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to a wired network while the wireless routers (WR) provide network
access to mobile clients (i.e., they act as APs to the clients). Within the
range of a given WR the client may move freely, but as it moves away
from the WR and closer to another, it should hand off all its open
connections to the new one to preserve network connectivity. Ideally
the handoff should be completely transparent to mobile clients with no
interruption, loss of connectivity, transmission ‘‘hiccups,’’ or degrad-
ation of voice quality if VoIP communications are involved.

In cellular data and voice systems the handoff problem is typically
coordinated by the network itself using signaling embedded in the
low-level protocols that are able to leverage considerable information
about the network topology and client proximity. In contrast, 802.11
networks lack efficient and transparent handoff solutions. Conse-
quently, as a mobile 802.11 client reaches the limits of its current
coverage region inside the mesh, it must abandon its current WR, it
must actively probe the network to discover alternatives, and only
then it can reconnect to the current best WR. For some applications
(e.g., file transfer, email delivery, and web browsing) this delay is
acceptable; however, it may be too long for real-time traffic such as
voice-over IP and videoconferencing.

To become widely deployed, wireless mesh telephony services
need clients who are able to rapidly disassociate from one WR and
connect to another. In this particular case, the maximum allowed
delay that can occur during handoff cannot exceed 50 ms, which is
the interval detectable by the human ear. The 802.11r working group
[30] of the IEEE is drafting a protocol that will facilitate the deployment
of IP-based telephony over 802.11-enabled phones by speeding up
handoffs between APs (previously called WRs in the WMN context).
Under 802.11r, clients will be able to use the current AP as a conduit to
other APs. APs will continuously monitor the connectivity quality of
any client in their vicinity. This information is then efficiently shared
with other APs in the vicinity of that client to coordinate those that
should serve the client.

The major factors affecting latency associated with layer 2 roaming
are scanning, reassociation, and re-authentication. Since 802.11 does
not provide a shared control channel, the client must explicitly scan
each channel for potential APs. Passive scanning is not feasible
because in this case the client should try to listen to periodic beacon
frames that are typically sent every 100 ms leading to a latency well
over 1 second. Active scanning is generally used for voice-over WLAN
where the client actively broadcasts a probe packet on each channel
to force an AP to respond immediately. Even in this case, however,
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scanning all the 802.11b/g channels could exceed the requirements of
real-time communications, e.g., taking �20–300 ms. To overcome this
problem, preemptive scanning is preferred [31], where the station
prescans at regular intervals the existence of an AP on a single channel
while it is still associated with the current AP.

Nevertheless, in the case of voice communications, where packets
are sent every 20 ms or less, a significant increase in latency and jitter
is introduced every time the client probes a new channel. As a conse-
quence, to seamlessly handle a handoff between two WR, it is import-
ant that the client dejitter buffer is capable of rapidly increasing the
delay without audible distortion as described in Section 10.4.2.

Another problem with current 802.11 wireless mesh implementa-
tions is that a mobile device cannot know if necessary QoS resources
are available at a new AP until after the handoff. Thus, it is not possible
to know whether a transition will lead to a satisfactory application
performance. As mentioned earlier, while data flows may be curtailed
and still be useful, multimedia flows need to be given the full
resources they desire. In fact, placing an additional call that exceeds
the capacity of the wireless network will result in unacceptable quality
for all ongoing multimedia calls. Thus, taking into account the low
number of possible interactive multimedia connections, the need for
admission control is apparent. Specifically, the 802.11e standard [32]
deals with QoS for wireless networks and it introduces the support for
admission control by means of a component called Wi-Fi multimedia
(WMM).

10.3.4 Network Routing

Different approaches to wireless mesh networking are possible, but it
is intrinsic to all mesh networks that user traffic must travel through
several nodes before exiting the network (e.g., to reach the wired local
area networking [LAN]). The number of hops that user traffic must
traverse to reach its destination will depend on network design, length
of the links, technology used, and routing protocol. Two common
approaches to construct mesh networks are the structured and the
unstructured approach. In the structured approach, the multihop
network is carefully deployed with nodes in chosen locations and
directional antennas might be aimed to provide good connectivity,
high-quality radio links, high throughput, and high performance, but
this requires well-coordinated groups with technical expertise. In the
unstructured approach, mesh networks are completely spontaneous
and aim at operating without central planning or management, but
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still providing wide coverage and acceptable performance. Based on
omnidirectional antennas and multihop routing to improve coverage
and performance despite the lack of a centralized configuration and
planning, they should rely on optimized routing for throughput maxi-
mization to route data through whichever neighbors a node can
transmit to.

Routing protocol is in charge of maintaining information on the
topology of the network to calculate routes for packet forwarding.
These algorithms may be classified in proactive, e.g., optimized link
state routing (OLSR) [33] and topology broadcast–based reverse-path
forwarding (TBRPF) [34], and reactive, e.g., ad hoc on demand dis-
tance vector routing (AODV) [35] and dynamic source routing (DSR)
[36]. Proactive algorithms find routes to all neighbors ahead of time
and have them ready when needed. In contrast, reactive routing
mechanisms only seek to find routes to destinations if they are
needed. On the one hand, the former approach definitely introduces
more overhead and it can cause a waste of resources when a path to a
certain node is calculated but never used. On the other hand, pro-
active protocols provide more responsive forwarding of multimedia
packets since a packet to be forwarded can be sent immediately
because a path is always available. This cannot be guaranteed with
reactive protocols. With a reactive approach, in fact, a packet cannot
be forwarded until a path is found from the sender to the receiver [37].

Considerable research has addressed the problem of routing in
wireless multihop networks [38]. The routing mechanism may choose
to use information about the underlying topology of the network to
collect count of hops or distances of each node to all the other nodes,
or to determine where nodes are connected to each other. Some
proposals utilize the shortest hop count metric as the path selection
metric. This metric has been shown to result in poor network through-
put because it favors long, low-bandwidth links over short, high-
bandwidth links [39]. Recently, proposals have aimed to improve
routing performance by utilizing route selection metrics [40], which
considers not only the throughput, but also the contribution of both
bandwidth and delay. These advanced metrics, such as estimated
transmission count (ETX [41]) and estimated transmission time (ETT
[42]), may successfully be applied for real-time voice and video ser-
vices. For instance, ETT predicts the total amount of time it would take
to send a data packet along a route, taking into account each link
highest-throughput transmit bit rate and its delivery probability at that
bit rate. ETX and ETT metrics achieve very good performance
especially for stationary nodes. The minimum hop count method,
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however, has been shown to perform well in scenarios where nodes
are highly mobile. The reason is that, as the sender and receiver move,
link quality metrics cannot quickly track the change in the link quality.
However, better performance metrics needs to be discovered and
utilized to improve the performance, and routing protocols integrating
multiple performance metrics are necessary for WMNs.

When considering real-time multimedia services, strict require-
ments in terms of latency, jitter, and packet loss rate need to be
imposed on the underlying network. To meet these demands QoS
extensions should be introduced to improve the performance of the
existing routing protocols [43]. As the ability to provide QoS is
heavily dependent on the resource management at the MAC layer,
for each flow the QoS routing protocol must interact with it to
find both the route and the resources for each link on the route.
In situations with high load, real-time packets risk becoming obso-
lete, so priority queuing should be employed to make sure that
real-time packets are transmitted ahead of other packets. Still, real-
time packets might have to wait too long in the high-priority
queue. Thus, to prevent the transmission of outdated packets,
hop-constrained queue timeouts may drop obsolete real-time
packets and save bandwidth. In addition, neighbor-aware rate con-
trol policies may be used to limit the amount of low-priority traffic. If
some nodes have high-priority traffic to be sent, other nodes that are
sending low-priority traffic may be temporarily excluded from the
occupation of the communication channel. Comparisons of different
routing mechanisms and their effect on QoS have been discussed
further [44]. At present, there is no perfect protocol for QoS, but
understanding how each protocol affects quality in a WMN is
important to design a reliable and robust QoS framework.

The mesh topology of ad hoc networks allows the existence of
multiple routes between two endpoints. Such routes may be utilized
(together with the previously proposed solutions) by multipath rout-
ing techniques to increase the user’s perceived quality in multimedia
transmission. These techniques enable a source to discover several
alternate paths to the destination, all of which are capable of providing
the required QoS. If the current path becomes unusable, the traffic
flow can then quickly switch to one of the alternate paths without loss
of performance. Thus, without waiting for setting up a new routing
path, the end-to-end delay, jitter, throughput, and fault tolerance can
be improved. Multipath multimedia streaming has several advantages.
First, it can potentially provide higher aggregate bandwidth to real-
time multimedia applications (given that the bottleneck is not shared
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by the paths). Second, data partitioning over multiple paths can
reduce the short-term correlation in real-time traffic thus improving
the performance of multimedia streaming applications. Third, the
existence of multiple paths can help to reduce the chance of inter-
rupting the service due to node mobility [45]. Clearly, monitoring of
each alternate path is required to ensure that each one can provide the
required QoS [46].

Multihop ad hoc networking, high traffic load, lack of coordination
among nodes, no facility for route reservation or clustering, and
other issues all contribute to a challenging scenario for real-time
multimedia communications. Nevertheless, future advances in the
aforementioned areas and improved techniques at the application
level (as discussed in the following sections) will surely make mesh
networks a viable approach to handling real-time traffic in wireless
environments.

10.4 INNOVATIVE MULTIMEDIA APPLICATIONS

The interest in WMNs is rapidly growing. One of the reasons is
that they can provide connectivity in scenarios and conditions that
cannot be easily supported by other architectures. In future, the new
functionalities offered by WMNs will be exploited by a number
of advanced applications ranging from traditional multimedia
applications to innovative ones, such as intervehicle multimedia com-
munications and multiplayer gaming.

However, typical users expect to be able to use multimedia
services regardless of the technological infrastructure supporting the
communication. Therefore, a great deal of effort has been devoted to
provide a satisfactory QoS level in WMNs despite the harder con-
straints posed by that architecture. In this regard, peculiar features of
the mesh scenario such as the potential presence of multiple paths
between source and destination are useful to achieve an acceptable
performance for multimedia services and to provide a graceful
degradation in case of unreliable network conditions.

The flexibility offered by the WMN architecture is useful to design
innovative multimedia applications. For instance, intervehicle commu-
nications and multiplayer wireless gaming are two promising applica-
tions. A WMN architecture, in fact, can be employed opportunistically
to create a network between vehicles, as well as to provide vehicles
with Internet connection using roadside APs. A WMN architecture can
also be useful for multiplayer gaming applications. However, in this
scenario QoS issues play a critical role in users’ experience; hence, a
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careful design is needed to ensure a successful deployment of multi-
player gaming applications over WMNs.

In Section 10.4.1 the main architectural requirements concerning
the support of streaming applications in WMNs are analyzed. Then,
VoIP applications support in WMNs is discussed, emphasizing the
most suitable communication schemes. Finally, the main issues
posed by the previously mentioned innovative applications, namely
intervehicle communications and multiplayer gaming, are investigated
from the point of view of WMNs while pointing out open research
problems.

10.4.1 Streaming Services

The number of users of multimedia streaming services has grown
dramatically in recent years. Typical users expect to be able to use
streaming services regardless of the technological infrastructure sup-
porting the communication. Previous sections highlighted the most
significant challenges posed by the WMN architecture to real-time
multimedia transmissions. However, peculiar characteristics of WMNs
such as the presence of a potentially large number of densely inter-
connected nodes might be exploited by new transmission schemes
to overcome the limitations caused by the unreliability of wireless
channels.

Routing operations in WMNs might be challenging due to various
factors, including node mobility and variability of wireless channels.
Thus a number of routing protocols have been developed for wireless
mesh scenarios. Interestingly, some of them [47] can maintain several
partially independent routes. Multimedia streaming services can
exploit the presence of multiple transmission paths between nodes
in the network to improve their performance in terms of reliability and
quality.

One of the main issues when multiple paths are involved is how to
optimally exploit them. The application level coding technique known
as multiple description coding (MDC) [48] has been developed to take
advantage of the availability of multiple paths. An MDC scheme
encodes a multimedia source into a number of independent descrip-
tions, with the property that a reduced quality version of the multimedia
content can be decoded even from a single description. Combining
more than one description could increase the quality of the decoded
data, until reaching the full quality if all descriptions are used.

When an MDC scheme is employed for multimedia communica-
tions over packet networks, each description is sent on a different
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path (Figure 10.4). Better the independence between different paths,
better will be the performance because the probability to lose all the
description of a given element is minimized. Moreover, MDC schemes
are well suited for networks in which paths are frequently subject to
change due to the dynamic behavior of network nodes. Figure 10.4
shows an example in which path 2 is suddenly interrupted. Using an
MDC coding scheme, even if some paths are interrupted and routes
need to be recomputed—a potentially time-consuming task—the
receiver can continue to decode the data coming from the other
paths, providing a reduced yet acceptable quality.

In the context of MDC, the work of Vetterli et al. [49] considers all
combinations of single and MDC schemes with single or multipath
routing approaches. The results show that the most sophisticated
scheme, i.e., MDC and multipath routing, performs significantly better
than the usual single-path and single-description scheme. The per-
formance improvement is higher in case of low rates and with strin-
gent maximum delay constraints.

Coding techniques different from MDC, such as layered coding,
can also take advantage of multiple paths in WMNs to combat trans-
mission errors. For instance, the work of Mao et al. [50] compares the
performance of various transmission schemes in the context of multi-
path video transmission. The results show that great improvements in
video quality can be achieved over the standard schemes with limited
additional costs. The work identifies the most suitable coding and
transport scheme in each tested environment depending on the end-
to-end delay constraints, the error characteristics of each path, and the
availability of a feedback channel.

The work of Setton et al. [51] investigates how to optimally sub-
divide multimedia traffic over different paths, while taking into
account the different degrees of reliability and average delay that the

Reduced
quality
reconstruction

Path 1

Path 2

Figure 10.4 Multiple description coding communication in a wireless mesh
network (WMN).
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various paths can offer. A framework to optimize low-latency video
streaming over networks that offer multiple paths is introduced. More-
over, the work of Setton et al. [52] shows that taking into account the
overall impact of the actions of each node in ad hoc or mesh networks
is important to achieve good communication performance.

10.4.2 Interactive Voice Services

The expanding interest in WMNs is creating a great deal of effort to
support interactive voice services. The challenges in deploying VoIP
over WMNs stem mainly from issues related to network congestion,
delay, and link quality. When several VoIP users are connected to the
same network, delay, jitter, and packet loss can be very significant,
especially because of the large number of data packets VoIP commu-
nications send through the network, i.e., about 100 packets/s. Thus,
the efficiency of the system quickly deteriorates when the number of
calls increases.

A natural question to be answered is how many voice calls can be
supported in a wireless 802.11 environment. As shown in the literature
this question does not have a unique answer. Rather, the capacity is
strictly related to the channel bandwidth, voice codec, packetization
interval, and data traffic in the system [53]. Considering a typical
communication with G.711 speech coded at 64 Kb/s and packetized
in frames of 10 ms, a huge amount of overhead is introduced by the
network protocol. Experiments [25] as well as theoretical calculations
[54] show that in an 802.11b network the maximum throughput when
using only VoIP traffic can be as low as 800 Kb/s using the G.711 VoIP
codec. Consequently, the maximum number of simultaneous VoIP
calls that can be placed in a WMN cell is �6. High-bandwidth systems
such as 802.11a and 802.11g can offer a capacity that is approximately
four times that of 802.11b. Interestingly, using a higher compression
speech codec does not significantly increase the number of channels
that could be handled. For example, although the output bit rate of a
G.711 encoder is eight times that of G.729 encoder, the reduction in
capacity when G.711 is used is less than 50% [54]. The reason is that
node congestion depends more on the number of packets that need to
be processed than on the actual bandwidth. Voice packets are small
and are sent very frequently, which explains the low throughput.
Because of this limitation it is useful to put more than one voice
frame into the same packet. This technique reduces the number of
packets and hence increases the throughput, but, as a result, the delay
increases. While the channel efficiency improves as more frames are
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included in the same packet, it tends to saturate as the packetization
interval is increased. Moreover, increasing the packetization interval
beyond 80–100 ms would drastically interfere with the end-to-end
delay budget of 150 ms [55]. Figure 10.5 plots the optimal choice of
coding rate and the number of packets per frame that optimize the
conversational quality with respect to the available channel band-
width. Experiments refer to an IEEE 802.11b WLAN link.

So, even if it may seem that packets should contain as much voice
data as possible for improved channel capacity, other call quality
requirements such as delay constraints and sensitivity to channel
errors must be considered. In fact, long packets are more susceptible
to errors than short packets, the packetization delay is higher, and the
loss of such packets is also harder to be concealed than smaller
packets [56].

It may be observed that the number of hops traversed in a VoIP
transmission influences the communication performance. Experiments
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Figure 10.5 Optimal coding rate and packetization for voice transmission on
an IEEE 802.11b wireless link. (From Mahlo, C., Hoene, C., Rostami, A., and
Wolisz, A., ‘‘Adaptive coding and packet rates for TCP-friendly VoIP flows,’’ in
Proceedings of 3rd International Symposium on Telecommunications (IST
2005), Shiraz, Iran, September 2005. With permission.)
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in the UCSB WMN show that, as the length of the transmission path
increases, the performance degrades and the latency and loss rate
increase [18]. The network capacity is clearly constrained by the num-
ber of hops, i.e., the acceptable number of voice flows drops from
around ten (with a single hop) to one when four hops are traversed.
Additionally, traffic delay variations, that with two hops and four voice
flows range from 5 to 200 ms, increase with more concurrent flows and
severely impact received video/voice quality. Clearly new solutions are
needed to dampen the delay variation of real-time traffic delivery. For
example, results show that the maximum number of voice transmis-
sions can be increased when medium access time is reduced by means
of a service differentiation mechanism applied to the MAC layer [57].
Implementing QoS mechanisms is, in fact, a powerful approach to
improve the capacity of WMNs for VoIP traffic. The goal is to introduce
additions to the current 802.11 MAC layer that take into account the
different requirements of regular data traffic and time-sensitive voice
traffic. Prioritization of voice (and video) packets is the first level of QoS
that is typically introduced [57]. However, the results of recent case
studies suggest that prioritization is not enough since only a few VoIP
calls could be carried even if no data traffic were present. Therefore, to
be successful, WMN protocols must compliment QoS work with
changes to the 802.11 standards that will reduce the jitter and delay
by changing the transmission scheme [32].

To exploit the availability of multiple paths in a WMN, many
multipath routing protocols have been proposed for real-time com-
munications [58]. In this scenario, characterized by severe network
conditions and multiple connections between nodes, MDC appears to
be a very promising approach. Although in the literature relatively
little attention has been given to multiple description speech coding
[59,60], multiple paths in WMNs may also be exploited to increase
voice communication quality. Using a multiple description codec for
voice communication over MANETS was first suggested by Dong et al.
[61], where the authors proposed to use MDC during severe channel
conditions. The encoder splits the bitstream of the adaptive multirate
wideband (AMR-WB) encoder into two redundant substreams by
directly selecting overlapping subsets of encoded data generated for
each frame. When both substreams arrive at the decoder, an output
identical to that of AMR-WB is recovered. If only one substream arrives
at the decoder, degraded but still acceptable speech quality is
obtained. For further investigations on this approach refer to [62].

When roaming around in a wireless network, the link quality and
the transmission delay vary rapidly as a result of the movement [63].
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Additionally, at some point the mobile device will have to switch the
AP it is associated with, otherwise mobility can cause a change in the
routing path to the destination. In a WMN it is common that such a
change introduces tens of milliseconds of delay, which have a very
audible impact on the call quality. This is a severe drawback, since a
WMN is often introduced to provide increased mobility and a wireless
VoIP user can be expected to roam around the coverage area. The
result of mobility issues and bad link quality is that packets are lost or
arrive too late to be useful. To seamlessly handle late packets, it is
important that the receiver dejitter buffer is capable of accommodating
for sudden changes in the end-to-end delay. Therefore, dejitter buffers
with dynamic size allocation, the so-called adaptive dejitter buffers,
are becoming very common [64].

A new algorithm has recently been introduced that combines an
advanced adaptive dejitter buffer control with audio time-scaling [65].
As shown in Figure 10.6, this approach allows to optimize the trade-off
between short buffering delay and robustness to late packets by
adaptively adjusting the dejitter buffer size to the network conditions
so that the end-to-end delay is always kept as small as possible. As a
consequence, dynamic adaptation of the dejitter buffer size requires
changes to the playout scheduling of audio frames. The continuous
output of high-quality audio is then assured by expanding or
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Figure 10.6 Dejitter buffer control algorithm adapting the buffering delay (the
gap between the two lines) to the network delay. Frames duration is scaled
accordingly using an audio time-scaling algorithm.
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compressing the audio frames with the waveform similarity overlap
add (WSOLA) timescale modification technique that can change the
frame duration without altering the audio frequency content [66]. As a
consequence, the media is played slower than in real-time when the
buffer occupancy is below a desired level and faster when the channel
conditions are good to eliminate excessive latency accumulated dur-
ing bad channel periods. In a typical mesh scenario providing
uninterrupted communications requires maintaining client-side buffer
of proper size with enough audio content to play during the handoff
process until the mobile node is reconnected to the new wireless
mesh router. Handoff prediction [67] together with audio time-scaling
can enable the adaptive management of client buffers by increasing
the buffer size (of the amount expectedly needed), and consequently
slowing down the playout, in anticipation of client handoffs. When
the handoff is completed, the delay may be quickly reduced again for
best interactivity and reduced latency.

10.4.3 Intervehicle Communications

The presence of wireless devices on public and private vehicles is
expected to rapidly increase in future. For instance, some airplanes
and trains already allow Internet access using the 802.11 protocol by
onboard passengers, and several cars already include an intravehicle
wireless platform that allows easy integration of various devices,
such as mobile phones, with the onboard systems. For the specific
case of the automotive industry, intervehicle wireless communica-
tions are also expected to gain popularity in future, as shown by the
numerous research projects that are currently under development
[68–70] and by standardization efforts such as 802.11p [71]. Potential
applications of intervehicle communications include multivehicle-
based visual processing of road information, and multivehicle radar
systems for obstacle avoidance and automatic driving. Intervehicle
communication networks will also make a new class of applications
possible, e.g., ‘‘swarm’’ communications among cars traveling along
the same road, network gaming among passengers of adjacent cars,
and virtual meetings among coworkers traveling in different
vehicles.

Automotive networks will heavily rely on mobile nodes (vehicles)
to perform message routing and network management functions.
Figure 10.7 shows an example of intervehicle communications scen-
arios. Intervehicle networks, however, present a fundamentally differ-
ent behavior when compared to generic MANET networks. A number
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of factors, such as driver behavior, mobility constraints, and high
speeds impact on the characteristics of intervehicle communication
networks. With respect to the models currently used for MANETS,
intervehicle networks present peculiar characteristics such as rapid
but somewhat predictable changes in topology.

An important issue in intervehicle networks is the routing layer,
because it can severely affect the performance of communications.
Results of accurate simulations taking into account both vehicle
mobility and wireless network behavior [72] show that rapid changes
in intervehicle networks are difficult to manage, that network frag-
mentation is frequent, and that the effective network diameter is small.
Moreover, the presence of redundant paths is often limited. Other
results show that for an intervehicle network the number of nodes
within the communication range grows linearly with the increase in
the radio range, compared to a quadratic increase with a completely
random mobility model.

Moreover, fixed nodes such as roadside APs can participate in
network formation and communication (Figure 10.7). The work of
Ott and Kutscher [73] investigates the main challenges posed by such
scenarios. A number of experiments demonstrate that it is possible to
communicate even at high relative speeds but the time interval in
which the link is available is limited to a few seconds. It is, however,
possible to take advantage of multiple connection points to increase
the time interval in which roadside communication is possible, but
devices as well as application protocols must be prepared to deal with
such situations, e.g., performing fast handoffs. Other studies have
assessed the performance of 802.11 wireless intervehicle communica-
tions in terms of throughput and signal-to-noise ratio (SNR) as a
function of various parameters, such as the relative and absolute

Figure 10.7 Example of intervehicle communications scenarios.
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velocities and distances [74]. These results can constitute the basis for
the design of several innovative applications.

As described earlier, providing multimedia services over interve-
hicle networks is a very challenging task. A cross-layer design should
be employed to optimize all the parameters involved in the multimedia
transmission system. Coding parameters, for instance, should be
dynamically adapted to cope with the varying characteristics of the
driving scenarios [75]. Bucciol et al. evaluate the characteristics of an
intervehicle 802.11 wireless channel, in terms of link availability and
SNR, in two scenarios: urban and highway. The results show that those
parameters strongly depend on the scenario. For instance, the wireless
devices can communicate for over 97% of the time in the urban
scenario, while in the highway scenario the link is available for less
than half of the time. In the highway scenario, however, the average
SNR of the signal is higher compared with the urban one. On the basis
of these results, an adaptive coding and packetization algorithm has
been designed with the aim of creating small multimedia packets while
driving in the urban scenario—which present a higher bit error prob-
ability due to the generally low SNR—and conversely larger packets in
the highway scenario.

However, the intervehicle communications technology is in its
infancy, and a lot of work is still needed to explore the full potential
of this promising scenario. Currently, high-speed mobility of network
nodes and the need to extend the network coverage by means of
multihop communications appear to be the two main issues that
currently need to be addressed by the research community.

10.4.4 Real-Time Multiplayer Games

Popularity of multiplayer games is rapidly increasing since the support
of real-time online gaming has been introduced. Although a big busi-
ness in today’s Internet, it is expected to increase its revenue even more
in future. Real-time multiplayer games have some requirements in
common with multimedia applications. For example, critical informa-
tion, such as the movements of the game characters, has to be delivered
as fast as possible to the counterparts. High latency in delivering this
data can clearly make the game not playable any more. In particular,
some kind of games such as person shooters, real-time strategy games,
or sport games, have the highest demands on QoS requirements
and they can only tolerate round-trip delays up to 150 ms, with
minimum jitter and lowpacket loss rate (e.g., below5%) [76]. Bandwidth
requirements are not so important and are generally easily satisfied.
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Evolution of mobile devices with integrated wireless networking
support is pushing the market toward new scenarios. Portable devices
will no more be limited to providing multimedia communications
services, and real-time multiplayer games will also be possible. Then
spontaneous and self-organized wireless multihop mesh networks,
where mobile game consoles can freely connect to each other, will
become the preferred multiplayer game environment. But, differently
from the wired Internet, wireless networks QoS mechanism are not
yet ready to meet the demands of these applications.

An analysis on the effects of jitter reveals that players’ perception
of jitter is game-dependent [77]. When the jitter is high, packets tend to
arrive too late to be useful, so prediction mechanisms such as dead-
reckoning must be used to estimate players’ future position as if
speed, time, and course remain fixed. This is not always adequate,
so the quality of these prediction mechanisms may fail for some games
and be useful for others. Since prediction mechanisms can fail, the
players’ experience degrades if jitter levels are not kept as low as
possible.

Design of routing protocols and QoS techniques targeted to real-
time requirements of network games is very challenging and has been
an open field of research in the past couple of years. Common QoS
extensions to 802.11 wireless communications were analyzed and
evaluated focusing specifically on the requirements of real-time multi-
player computer games [78]. The AODV routing protocol was selected
against other techniques such as DSR, destination sequenced distance
vector, and OLSR because it showed the best overall performance for
real-time applications [43]. However, additional mechanisms need to
be integrated in this protocol to meet the stringent demands of multi-
player games in terms of end-to-end communication delay and jitter.
To overcome the issues related to mobility and the time-varying
properties of the wireless channels, QoS provisioning has to be man-
aged on several layers of the protocol stack.

A cross-layer design has been proposed [78] to introduce various
enhancements at different levels of wireless mesh infrastructure: rout-
ing, traffic management, and MAC. At the routing level, the AODV
protocol is modified, disabling its local repair property and imple-
menting a backup route mechanism. A local repair mechanism allows
intermediate nodes that have detected a link failure to temporarily
queue packets and repair the route. As a consequence, it increases the
number of packets that arrive too late for being useful because the
repair process takes too much time for delivering real-time packets
and because repair routes tend to be longer than the original routes.
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The backup route mechanism allows, instead, to repair broken links
transparently and without any delay since a backup route—a path
with the same hop count as the default path, but with a different next
hop—is always available. At the traffic management level, mechan-
isms such as priority queuing, timeouts, and real-time neighbor-aware
rate control have been introduced. Hop-constrained queue timeouts
prevent the transmission of outdated packets, thus saving bandwidth
for more recent packets. Obsolete real-time packets are dropped,
applying a gradually decreasing timeout timer in each routing node.
At the MAC layer, advanced mechanisms like broken link detection,
signal strength monitoring, neighbor detection, and request-to-send/
clear-to-send (RTS/CTS) adaptation may increase the speed of finding
a new route or handing over a new AP.

Simulations prove that these QoS techniques can significantly
reduce end-to-end communication delay, jitter, and loss rate. For
connections up to three hops, AODV with the previously mentioned
QoS mechanisms can meet the demands of real-time multiplayer
games [78]. Player nodes were assumed to move only slightly, within
a distance of 0–15 m, because it is rather difficult to move and play at
the same time with today’s available mobile gaming devices. Typical
multiplayer game traffic between the player nodes was simulated as
high-priority bidirectional user datagram protocol (UDP) data flows,
with a constant bit rate (CBR) traffic of 20 packets/s and a packet size
of 64 bytes [79].

10.5 CONCLUSIONS

This chapter presented a survey of current research efforts for multi-
media communications support over WMNs. WMNs are particularly
challenging because of their multihop structure, the mobility of net-
work nodes, and the unreliable nature of the wireless channel. While
most of the studies (routing protocols, priority mechanisms, and rate
control techniques) have focused on throughput and packet loss
performance of WMNs, in general, further investigation is required
to provide QoS for real-time multimedia applications. At the network
and transport levels new techniques and protocols should be imple-
mented to control, above all, latency and jitter. At the application level,
reliable multimedia delivery should be supported by MDC and multi-
path transmission, adaptive playout techniques, and perceptually
aware cross-layer schemes. The deployment and success of multi-
media services in future WMNs will depend not only on the increasing
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speed of the physical transmission rate, but also surely on the avail-
ability of techniques that can provide the desired level of QoS in terms
of latency, jitter, rate, and packet loss.
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11.1 INTRODUCTION

Wireless mesh networks (WMNs) have emerged as important archi-
tectures for the future wireless communications. WMNs consist of
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mesh routers and clients, and could be independently implemented or
integrated with other communication systems such as the conven-
tional cellular systems [1].

Although the current research on the WMNs mainly focuses on the
media access control (MAC) protocol and network layer, the physical
layer plays a more fundamental role in the performance of the WMNs.
However, the techniques of the physical layer of the conventional
cellular systems could not be used directly in the WMNs due to the
architecture differences.

Moreover, the performances of the physical layer techniques in the
ad hoc networks is different from those in the WMNs. So, the inves-
tigation of the physical layer techniques for the WMNs is highly
demanding [2].

Among the various physical layer techniques, multiple antenna
techniques are most important. By using multiple antenna techniques,
the capacity and throughput of the WMNs could be enlarged, and the
routing performance be improved. In addition, the WMNs benefit
from the multiple antenna techniques in the aspects such as increased
capacity and throughput, improved routing performance, increased
energy efficiency, better quality of service (QoS), and improved loca-
tion management. Section 11.2 and Section 11.3 give brief surveys of
the multiple antenna techniques and the WMNs. Then, we review the
multiple antenna techniques for the WMNs.

11.2 SURVEY OF MULTIPLE ANTENNA TECHNIQUES

The rapid growth in mobile communications leads to an increasing
demand for wideband high data rate communication services. In
recent years, multiple antennas are equipped at the base station (BS)
in cellular systems, and hence, smart antennas techniques have been
identified as an enabling technique for high-rate multimedia transmis-
sions over wireless channels [3]. Smart antennas techniques have
been widely used in mobile communication systems to overcome
the problem of limited channel bandwidth, satisfying a growing
demand for a larger number of mobiles on communication channels.
Smart antennas, when used appropriately, help in improving the
system performance by increasing channel capacity and spectrum
efficiency, extending range coverage, and compensating electronic-
ally for aperture distortion.

With the development of the hardware, e.g., high speed digital
signal processors and the powerful small-sized RF headers, multiple
antennas could also be implemented in the mobile station (MS) side.
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Thus, multiple-input multiple-output (MIMO) channels are built
between the transmitters and the receivers, as illustrated in Figure
11.1. On the other hand, the breakthrough in the information theory
has proved that higher capacity could be achieved by using the MIMO
techniques [4]. The MIMO systems can be viewed as an extension of,
but much more than, the conventional smart antennas techniques,
which have been investigated for decades.

The conventional smart antennas techniques commonly concern
the case that multiple antennas are implemented at the BS side while
only one antenna element is implemented at the MS side, i.e.,
multiple-input-single-output (MISO) case. With multiple antennas at
the BS side, the key concept in smart antennas, i.e., beamforming,
could be realized. By forming the beams toward the direction of
arrival (DOA) of the desired signal, the average signal-to-noise ratio
(SNR) at the receiver could be remarkably increased. On the other
hand, the antenna arrays at the BS side could also form the nulls
toward the DOAs of the interference signal, i.e., antenna nulling, to
reduce the received power of the interference. By pointing the beams
to the desired signals and the nulls toward those interfering signals,
the performance of the wireless communication systems such as
capacity, consumed power reduction, and spectrum efficiency could
be greatly improved.

When multiple antennas are implemented at the MS side as well to
form a MIMO link, most benefits of smart antennas are retained since
the optimization of the transmitting and receiving antenna elements
can be carried out in a larger space. The most interesting aspect of the
MIMO systems lies in that multipath propagation, which is harmful to
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Figure 11.1 Schematic diagram of a MIMO wireless system.
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the conventional wireless communications, can be well utilized and
become an important factor to increase the capacity of the system.

MIMO system can provide two types of gains: diversity gain and
spatial multiplexing gain. It is well known that diversity could be used
to combat fading. The principle of both the transmit diversity and the
receive diversity is to send or receive signals that carry the same
information through different paths. In this way, multiple independ-
ently faded replicas of the data symbol can be obtained at the receiver
and thus more reliable reception could be achieved. Comparably, the
multiplexing gain is achieved by transmitting independent informa-
tion streams in parallel through the spatial channels. As a result, the
data rate could be increased. For example, the Bell Labs space–time
architecture (BLAST) is a kind of MIMO system which explores the
multiplexing gain [5]. Here, we should note that the diversity gain
could also be achieved by MISO or single-input-multiple-output
(SIMO) systems. However, the multiplexing gain could only be
achieved by the MIMO system. It is shown [6] that to achieve a higher
diversity gain, we have to sacrifice some multiplexing gain. Therefore,
in a practical wireless communications system with MIMO channels, it
is important to keep the fundamental trade-off between the diversity
gain and the multiplexing gain.

Generally, when multiple antennas are implemented at one or
both sides of the transmitter and the receiver, many different kinds
of related techniques could be used to improve the performance of
the system. Section 11.2.1 through Section 11.2.3 introduce several
typical multiple antenna techniques.

11.2.1 Beamforming and Antenna Nulling

The beamforming and antenna nulling techniques have been used in
the wireless system equipped with multiple antennas for a long time.
The adaptive antenna arrays concept originally used in the radar
system could also be classified into the beamforming and antenna
nulling techniques. By multiplying a group of weighting coefficient on
the received/transmitted signal from each antenna element, a beam
could be formed toward the target signal, which is named as beam-
forming technique. The beamforming process will increase the power
of the desired signal at the receiver side. On the other hand, the
antenna nulling could reduce the received interfering signal, thus
increase the signal-to-interference ratio (SIR) at the receiver side.
The number of beams and nulls that could be simultaneously formed
by the antenna array is limited by the number of elements of the array.
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The beam-width and the antenna gain also depend on the number of
the elements of the antenna array.

For the wireless communication systems, e.g., cellular system, only
the BS side has been equipped with multiple antennas, due to the size
limitation at the MS side. In such a MISO scenario, typically there are
two different types of beamforming techniques: adaptive array and
switched-beam [7]. The adaptive array scheme tracks each user in a
given cell with an individual adaptive beam pattern, while the
switched-beam scheme selects one beam pattern for each user out
of a number of preset fixed beam patterns, depending on the location
of the user. In comparison with the switched-beam scheme, the adap-
tive array scheme has better performance in most cases. However,
adaptive array technique is much more complex to be implemented,
and has to rely on the accuracy of channel estimation and the conver-
gent speed of beamforming algorithms [8].

From multiuser diversity point of view, another important beam-
forming technique, opportunistic or random beamforming was devel-
oped. The basic idea of opportunistic or random beamforming is that
the BS forms random beams which are changed for each transmission
duration, thus induces random fading to the mobile radio channel in
order to exploit multiuser diversity [9]. Training sequences are trans-
mitted to allow the MS to estimate the real-time signal-to-interference-
plus-noise-ratio (SINR) values which are fed back to the BS. Hence,
based on these SINR values the BS can schedule the specific user
traffic to the time slots where the most suitable beam for the regarded
MS is used. This technique is most beneficial, if many active MSs be
supported and are uniformly distributed in the cell. However, if there
are only a few users in the cell, the performance of the opportunistic
beamforming technique is not as good as other multiple antenna
techniques such as conventional coherent beamforming or space-
time block coding (STBC). This is because the multiuser diversity
will be remarkable only with a large amount of MSs. Moreover, the
opportunistic beamforming technique relies on the training sequences
to estimate the real-time SINR of each activated beam (or weighting
vector) for each MS.

A new beamforming technique, termed as organized beam-
hopping (OBH), was proposed by Hu et al. [10]. In the OBH, the
beamforming vectors are not randomly selected as in the opportunistic
or random beamforming techniques; instead, the beamforming vectors
are hopped in an organized pattern. In addition, the organized pattern
is changeable according to the distribution of the MSs in the cell. The
OBH technique is different from the beam-hopping concept [11],
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where the received signals from the hopped beams are combined to
exploit spatial diversity and mitigate strong directional interference.
The OBH technique remains a good performer for variable number of
MSs (e.g., from one to several hundreds), together with a mixture of
MIMO and MISO cases. In addition, the OBH technique does not need
training sequences to estimate the effective SINR of current activated
beam for each MS, thus keeps high spectrum efficiency due to the
reduction of signaling overhead.

The antenna nulling techniques are mainly used in the military
communications instead of the cellular system. This is because the
strong directional interferences normally happen in the military com-
munications which are unusual in the cellular systems. Moreover, in
the cellular system the density of the cochannel users may be high.
Thus, the performance of the antenna nulling techniques is limited.

11.2.2 Diversity and Space–Time Coding

Diversity techniques have been widely used in a single-input-single-
output (SISO) scenario, in the form of time or frequency diversity,
such as the RAKE receiver in the code division multiple access
(CDMA) systems. The principle of diversity is to exploit the multiple
fading paths between the transmitter and the receiver. As the number
of the involved paths increases, the reliability of the wireless link also
increases. When multiple antennas are implemented, it is possible to
further exploit spatial diversity. The spatial diversity does not bring
about the penalty in data rate, as happens in time or frequency
diversity due to the utilization of time or bandwidth to introduce
redundancy. Generally, spatial diversity is classified into transmit
diversity and receive diversity, where the diversity process mainly
happens at the transmitter and the receiver side, respectively. More-
over, spatial diversity could be combined with beamforming. For
example, the beam-hopping concept [11] is to combine the signals
received from each hopping beam, to mitigate the strong directional
interferences.

The receive diversity is similar to the conventional RAKE tech-
nique. The desired signals received from different antenna elements
are combined at the receiver side. The combining scheme could be
selection combining (SC) that chooses the path with the highest SNR,
maximal ratio combining (MRC) that optimally (with optimal weight-
ing coefficient multiplied on each path) combines the signals from
each antenna element, and equal gain combining (EGC) that simply
adds the signals from each antenna element after cophased.
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The diversity in a system is characterized by the number of inde-
pendently fading diversity branches, also known as the diversity
order. Moreover, the correlation between the antenna elements will
strongly affect the performance of the receive diversity. Higher cor-
relation will result in poorer performance at the receiver, and the
diversity order cannot exceed the rank of the spatial correlation matrix
of the channel.

On the other hand, the spatial diversity could also be implemented
at the transmitter side, namely transmit diversity, by transmitting the
same data information from different antenna elements. However, the
transmit diversity should be more delicately designed than the receive
diversity, because of the mutual interference of the simultaneously
transmitting antennas from the same node. Space–time coding is a
powerful transmit diversity technique that relies on coding across
space (transmit antennas) and time to extract diversity. Generally,
the codes used for transmit diversity could be divided into space-
time trellis codes (STTC) and STBCs. STBCs are generalizations of
the Alamouti code when more than two transmit antennas are used,
and we could expect that the linear STBCs are simple to encode and
decode. Moreover, it is shown that the linear STBCs with the best error
performance do not always demonstrate the best capacity perform-
ance. Comparably, STTCs pioneered by Tarokh et al. [12] combine
signal processing at the receiver with intelligent coding techniques
appropriately mapping the information to be transmitted by multiple
antennas. The STTCs provide not only a full diversity order but also
coding gain, thus are of particular interests.

Antenna selection could be an enhanced technique for the spatial
diversity in the multiple antennas system [13]. It could be used in both
the transmit diversity and the receive diversity. By using the antenna
selection technique, the cost and the complexity of the multiple
antenna systems could be remarkably reduced. For the receive diver-
sity, we could choose Lr branches out of the total N receiving antenna
elements that have the highest SNRs for the MRC or EGC process.
Thus, beside the reduced cost and complexity, we could also avoid
combining poor branches that have very low SNR. The low SNR
branches might be harmful to the output SNR after the combining
process, especially EGC. For the transmit diversity, the principle of
antenna selection is the same, i.e., to choose the Lt branches out of
the total M transmitting antennas that provide the highest SNRs at
the receiver side. However, unlike that for the receive diversity, the
antenna selection for the transmit diversity needs feedback from
the receiver.
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11.2.3 Spatial Multiplexing

Diversity techniques are used to combat the fading. Comparably, the
spatial multiplexing techniques utilize the parallel channels to
transmit different data streams. Thus, the spatial multiplexing actually
turns the multipath fading effect to be beneficial for the wireless
communication systems. In addition, we could easily expect that the
spatial multiplexing could achieve a higher data rate than that of
diversity schemes in the high SNR regime. The principle behind the
spatial multiplexing is that the receiver could possibly descramble
signals that transmitted simultaneously from multiple antennas. The
spatial multiplexing could only be implemented in a MIMO system,
otherwise the parallel data streams could not be transmitted or
received correctly [6].

The well-known diagonal BLAST (D-BLAST) and vertical BLAST
(V-BLAST) are typical spatial multiplexing systems. D-BLAST utilizes
an elegant diagonally layered coding structure in which code blocks
are dispersed across diagonals in space–time. However, the diagonal
approach suffers from certain implementation complexities which
make it inappropriate for initial implementation. Comparably, the
simplified version, V-BLAST, is more practical and could be imple-
mented in real-time environment.

In an environment with sufficient rich scattering and the wireless
channels having sufficient degrees of freedom, the parallel data
streams from the multiple transmitting antennas could be separated
by using the multiple antennas at the receiver. For the MIMO system,
the capacity of a deterministic and a random MIMO channel H could
be expressed as

C ¼ log2 det IN þ
g

M
HH11

� �h i

bits=s=Hz (11:1)

and

C ¼ E11 log2 det IN þ
g

M
HH11

� �h i

bits=s=Hz (11:2)

respectively, where g represents the SNR at any receive antenna and
E11 denotes the expectation with respect to the random channel H.
It has been proved that the capacity of the MIMO system grows
linearly with min(M,N ), provided that the receiver has the channel
state information (CSI), while the transmitter employs either the CSI or
its distribution information.
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Antenna selection techniques could also be used for the spatial
multiplexing, by choosing the most suitable antennas from both sides
of the transmitter and the receiver. For the receiver side, norm-based
or successive selection schemes could be implemented, where the
former approach is more suitable for the low SNR regime and the latter
fits well for the high SNR regime. However, like that for the transmit
diversity, the antenna selection at the transmitter side for spatial
multiplexing needs feedback from the receiver side. Fortunately, the
feedback required by antenna selection is only a small part of the
full CSI.

11.3 OVERVIEW OF WIRELESS MESH NETWORKS

Broadband wireless systems are envisioned to provide ubiquitous
access to end users, providing high-quality voice services, video,
and other multimedia contents. As various next-generation wireless
networks evolve around broadband services, the WMN attract great
interests. The WMNs offer huge possibilities for community networks
to provide access to homes and businesses, and could be used to
connect public access sites throughout a community [2]. The basic
architecture of WMNs could be classified into three groups: infrastruc-
ture/backbone WMNs, client WMNs, and hybrid WMNs. For the infra-
structure/backbone WMN, mesh routers are included to support the
functionality of the network. The mesh routers often have multiple
interfaces to connect the other networks, e.g., Internet, cellular, Wi-Fi,
sensor networks, WiMAX, and so on. In addition, the mesh routers
also act as gateway or bridge for the mesh client. The mesh clients
usually have only one interface and could not act as gateway or
bridge. Comparably, for the client WMNs, there exist only mesh
clients and the mesh routers are excluded. Therefore, the client
WMNs are more or less similar to the conventional ad hoc wireless
network, where a small group of users communicate with each other
by multihop techniques. In some scenarios, the architecture named
hybrid WMNs, which combines the infrastructure/backbone and client
mesh networks is needed. In the hybrid WMNs, the mesh clients could
directly communicate with each other and access the network through
the mesh router [1].

11.3.1 Characteristic Aspects of Wireless Mesh Networks

The WMNs are mainly developed from the ad hoc networks. So
they have the common characteristics with the ad hoc systems.
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The communications between different mesh clients, or mesh client
and mesh routers, mainly rely on the multihop-related techniques.
However, the WMNs are much more than the ad hoc networks,
because they have more flexible architectures, and most importantly,
they are equipped with mesh routers. Some characteristics of the
WMNs are illustrated below.

1. The WMNs are self-organizing, self-roaming, and self-healing
networks. Once a mesh router or client detects the availability
of a WMN, it could join the WMN by using certain protocols. In
addition, when some clients or routers are leaving from a
WMN, the network could reorganize the left ones to maintain
the communications between them. Without fixed infrastruc-
ture, a group of mesh clients and routers can also self-organize
to form a WMN. Normally, the mesh routers in the WMNs have
less mobility than the mesh clients, and the routers are com-
monly selected as the head for a cluster of mesh clients. When a
mesh router is not available for a group of mesh client, the head
of the cluster also is chosen among the clients.

2. The mesh routers normally have more powerful energy sup-
plies than those of mesh clients. Since the infrastructure/back-
bone and hybrid WMNs are equipped with mesh routers, the
more complex but effective algorithms could be implemented
in the WMNs. These algorithms improve the performance of the
system at different layers and from different aspects. The en-
ergy consumption is highly reduced in the WMNs or the ad hoc
networks due to the application of multihop-related tech-
niques. However, the limited energy problem is still considered
as a bottleneck for the performance of the ad hoc or the sensor
networks, because powerful digital signal processing (DSP)
could not be conducted in the nodes.

3. The WMNs have the potential to provide more reliable com-
munications than that of the cellular networks. This is because
the WMNs use multihop techniques for the transmission. The
routing in the WMNs is more flexible than that in the cellular
networks, and the WMNs do not necessarily rely on the infra-
structure or backbone. In addition, the communications in the
WMNs are more reliable than those in the ad hoc network,
because the WMNs are commonly equipped with mesh routers
serving as wireless infrastructure. The coverage, connectivity,
and reliability of mesh routers are much larger than that of
the nodes/clients in the ad hoc networks. The mesh routers
could be equipped with multiple radios to further increase their
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capabilities such as throughput and number of the simultan-
eously supported services.

4. The WMNs have open wireless architecture, which could be
easily integrated with other networks such as cellular, Wi-Fi,
WiMAX, and so on. The open wireless architecture is considered
as a key feature for the next-generation wireless communication
systems, where different industrial standards and various wire-
less networks could be supported or integrated. The integration
of the WMNs with other existing networks is through the
mesh routers, where multiple interfaces are equipped. The
mesh routers act as gateways or bridges, so that the services in
the other networks could be provided for the mesh clients,
and the services available in the WMNs could also be offered
to the terminals in other networks through the gateways or
bridges. Comparably, the conventional ad hoc networks are
normally independent and not compatible with other types of
networks.

11.3.2 Challenges in Wireless Mesh Networks
and Possible Solutions

Although the WMNs are promising for the future wireless communi-
cations, they face many challenges in the different layers of the sys-
tem. This chapter mainly focuses on the performance improvement
which could be brought by the multiple antenna techniques for the
WMNs. Therefore, in the following, we mainly concern the challenges
in the physical layer and illustrate the possible solutions by the appli-
cation of multiple antenna techniques.

1. In order to be compatible with other existing networks, the
open wireless architecture of the WMNs needs both advanced
hardware and highly efficient protocols. The mesh routers act
as gateway or bridge, so they should be equipped with multiple
interfaces and needs much more energy than that of mesh
clients. On the other hand, the mesh routers need to be more
compact, i.e., easy to be deployed and have low cost. Multiple
radios could be a possible solution to integrate multiple inter-
faces, but the cost and size will inevitably increase as well. In
addition, the software-defined radio (SDR) is just one of the
implemental modules of the open wireless architecture system,
and the related techniques need further evaluation and
research. Comparably, multiple antenna techniques could re-
solve different paths and support parallel data streams, thus
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suitable for the mesh routers to act as interfaces. Furthermore,
the multiple antenna techniques could at least partly replace
the functions of multiple radios.

2. The capacity analysis is complex for the WMNs, because the
capacity relies on the allowed number of hops from the source
to the destination. In addition, the result for the capacity of the
ad hoc networks could not be readily applied in the WMNs,
since the mesh routers have much less mobility but higher
capabilities than those of common mesh clients. It is shown
that the throughput capacity could be increased by deploying
relaying nodes and/or grouping the nodes into clusters. How-
ever, deploying relaying nodes will inevitably increase the cost/
complexity of the WMNs, and the nodes-clustering is difficult for
the distributed systems. Multiple antenna techniques have been
used in cellular networks to increase capacity, and they are
proved to be mature techniques. The multiple antennas could
be practically equipped at least at the mesh routers. Therefore,
many kinds of multiple antenna techniques could be exploited
to improve the capacity of the WMNs. It is shown that the system
capacity could be potentially increased three times or even more
by the MIMO techniques. Consequently, when the multiple
antennas are also installed at the mesh clients, we expect that
the capacity of the WMNs will be further increased by the MIMO
techniques. A survey of directional antennas technique for the
WMNs could be found in Li et al. [14].

3. The WMN requires the routine integration with the user plane
traffic. This behavior is analog to Tunneling, which requires the
packets to be encapsulated, thus increasing the per-packet
overhead. This overhead reduces the portion of bandwidth
available for application data. For example, real-time traffic
with a packet size of 100 bytes would experience a 40% over-
head. On a high-cost satellite link such a magnitude of over-
head would not be economically viable.

4. The energy consumption is a critical problem for the WMNs,
especially for the mesh clients. Multihop techniques on the
one hand reduce the transmitted power of the mesh clients.
On the other hand, however, they also increase the duration
and the frequency of the data transmission at the mesh clients.
For example, a mesh client in the WMNs should always be
ready to relay for others. Comparably, when a mobile terminal
in the cellular network is in the idle mode, it does not relay
data for the other users, thus the life of the battery is extended.
The employment of multiple antennas at the mesh routers or
clients will inevitably require more complex signal process,
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thus cost additional energy. However, with multiple antenna
techniques, the transmission power could be highly reduced,
because the desired signal power could be increased by diver-
sity or beamforming techniques, and the interfering signal
could be significantly mitigated. As a result, the total consumed
energy in the WMNs is reduced when multiple antenna tech-
niques are employed.

5. The cross-layer design and optimization is crucial for the
application of the multiple antenna techniques in the WMNs.
Although the multiple antenna techniques could theoretically
improve the performance of the WMNs from many different
aspects, the compatible higher-layer protocols are intensively
needed. For example, the harmful exposed and/or hidden
nodes exist in the WMNs and the directional antennas tech-
nique could reduce the number of the exposed nodes. How-
ever, more hidden nodes will be possibly generated in this case
because of the directional transmission. Therefore, advanced
MAC protocols should be developed for the directional
antennas. In addition, when other new techniques, e.g., or-
thogonal frequency division multiplexing (OFDM) and ultra-
wide band (UWB), are applied in the WMNs, the design and
selection of multiple antenna techniques should be carefully
considered for the WMNs.

11.4 MULTIPLE ANTENNA TECHNIQUES
FOR WIRELESS MESH NETWORKS

As seen from Section 11.3, the employment of multiple antennas could
improve the performance of the WMNs from different aspects. Gener-
ally, in order to meet the challenges in the WMNs, the functions of
the multiple antenna techniques could be classified into many different
parts: increase the capacity and throughput, improve the routing
performance, increase energy efficiency, and many other performance
improvements. Section 11.4.1 through Section 11.4.4 illustrates the
above-mentioned functions of multiple antenna techniques for
the WMNs. However, the multiple antenna techniques could also be
exploited in the areas such as broadcasting, antijamming, and so on.

11.4.1 Increase Capacity and Throughput

It has been proved that multiple antenna techniques can be used to
improve the capacity of the wireless communication systems. The
capacity of the WMNs could also be increased by the multiple antenna
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techniques. However, due to the multihop and self-organizing fea-
tures of the WMNs, the exact improvement of capacity for the WMNs is
difficult to evaluate and thus still an open topic. Therefore, we have to
resort to some results on the capacity of the conventional ad hoc
networks. Fortunately, most of the results for the ad hoc networks
could be readily used for the WMNs.

Due to the multihop aspect of the WMNs and the ad hoc networks,
the directional antennas technique is one of the most suitable
multiple antenna techniques. It is proved [15] that capacity gains of
ffiffiffiffiffiffiffiffiffiffiffiffi

2p=a
p

,
ffiffiffiffiffiffiffiffiffiffiffiffi

2p=b
p

, and 2p=
ffiffiffiffiffiffi

ab
p

could be achieved by using directional
transmission and omni-reception, omni-transmission and directional
reception, and directional transmission and directional reception,
respectively. Here, a and b are the transmitter and receiver antenna
beamwidths, respectively, and the above results are valid for arbitrary
networks. In addition, capacity for the ad hoc networks consisting of
nodes equipped with the directional antennas is studied [16]. The
capacity bounds for an abstract and real-world linear array directional
antenna models, and how these bounds are affected by important
antenna parameters like gain and beamwidth are provided. It is shown
that interference from concurrent transmissions limits the maximum
achievable capacity. Furthermore, by combining beam steering for
transmitting and adaptive beamforming for receiving, the capacity of
the ad hoc networks with spatial time division multiple access
(STDMA) could increase up to 980%, when eight antenna elements
are used for each node [17]. Due to the complexity and practical
consideration, the exact capacities of the other more complicated
multiple antenna techniques for the ad hoc networks or the WMNs
are still under research. The authors propose average rate region and
outage capacity region concepts to study the capacity of the ad hoc
networks with MIMO [18]. It is shown that the average rate region is a
realistic upper bound on the performance of many existing ad hoc
routing protocols, and it gives the average system performance over
fading or random node positions. In addition, the study shows that
the gain from MIMO for the ad hoc networks is similar to that from
point-to-point communications.

Throughput is relevant to the capacity, and is thought as a practical
realization of it. Generally, capacity bound is calculated by theoretical
analysis, while the throughput is mainly by simulation or experimental
test. Many researches have proved that the throughputs of the WMNs
and the ad hoc networks could be enlarged by the multiple antenna
techniques. The overall network throughput is studied for the ad hoc
networks with adaptive antennas [19]. The simulation results show
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that radiation patterns with smaller beamwidths and/or lower side-
lobes result in higher network throughput, and adaptive radiation
patterns usually outperform the patterns with lower sidelobes but no
nulls toward the interfering signals. The above results have also been
proved by Thomson [20]. In addition, Bellofiore et al. [19] show that
the training periods that occupy more than 20% of the time resource
will reduce the throughput considerably, so the fast beamforming
algorithms are critical for the high network throughput. The perform-
ance of adaptive arrays and switched beam smart antennas techniques
for the ad hoc networks are also compared [21]. It is proved by
simulation that the throughput of adaptive array is higher than that
of switched-beam smart antennas for the ad hoc networks.

Furthermore, experimental results are studied [22] for a mesh
network test bed using low-cost analog directional antennas. In the
experiment, two communication links are closely placed in a square
topology and the network could achieve 90% throughput improve-
ment by using the directional antennas. The results imply that the two
communication pairs are almost communicating simultaneously with
the directional antennas.

In a typical multihop scenario, the data is routed from an access
point over one or more relays to the MS. In order to avoid the through-
put reduction of the relaying in the time domain, spatial multiplexing
technique could be applied. The throughput of spatial multiplexing
technique for the WMNs or the ad hoc networks is simulated [23]. In
addition, different levels of abstraction are used to evaluate the
throughput gains and a suboptimal approach for relaying topology is
proposed. Comparably, the authors [24] utilize more flexible multiple
antenna techniques to improve the throughput and fairness for the
MIMO ad hoc networks. The proposed protocol employs spatial multi-
plexing with antenna subset selection for data packet transmission,
while using the Alamouti STC for control packet transmission. Further-
more, limiting and saturation throughput of the MIMO ad hoc networks
are also studied [25,26].

11.4.2 Improve Routing Performance

Routing is an important issue in the WMNs and the ad hoc networks.
Since the increased number of hops will inevitably decrease the
network capacity and increase the delay of transmission, many proto-
cols and techniques are proposed to improve the routing perform-
ance. By exploiting the multiple antenna techniques, e.g., the
beamforming or the diversity, the transmission range of the desired
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signals could be greatly increased. The extended transmission range
could be achieved by either strengthening the desired signal or redu-
cing the interferences, or by both simultaneously. Consequently, the
number of hops could be reduced. For example, in Figure 11.2, nodes
A, C, and E are mesh routers and B and D are mesh clients, and the
data will be transmitted from A to E. If multiple antenna techniques are
not employed, the data has to be sent in a sequence of A–B–C–D–E,
which consists of four hops. If the mesh routers use multiple antenna
techniques, e.g., the transmit/receive diversity or the beamforming,
the desired signal could be transmitted in a sequence of A–C–E
without loss of link quality.

The directional antenna technique has been intensively studied for
the routing performance improvement of the WMNs and the ad hoc
networks. Islam et al. [27] emphasize the interference reduction cap-
ability of the directional antennas and investigate the routing perform-
ances using three antenna schemes, i.e., multiple fixed directional,
multiple omni-directional, and single omni-directional antennas. The
simulation results evaluate the performance improvement of routing
by using the directional antennas. A new routing scheme for the ad
hoc networks, i.e., directional antenna-based path optimization
scheme (DAPOS) has been illustrated by Kim and Ko [28]. The
DAPOS focuses on reducing the number of hops gradually by con-
sidering the higher gain of the directional antennas at a receiver side.
Simulation results prove that the DAPOS significantly improves the
routing performance of the ad hoc networks. Furthermore, Gossain
et al. [29] propose a directional routing protocol (DRP) to recover the
route of the ad hoc networks with the switched-beam smart antennas.
The proposed protocol consists of three phases to recover the route to

Router A Router C Router E

Client B

Client D

Figure 11.2 Routing improvement with multiple antenna techniques.
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the destination and the simulation results indicate that the DRP is
robust to link failures even in high mobility scenarios. Comparably,
the capability of longer distance transmission of the directional
antennas is exploited to repair the routes in use, when an intermediate
node moves out of wireless transmission range along the route [30].

Although the directional antennas could improve the routing per-
formance of the WMNs and the ad hoc networks greatly, the use of the
directional antennas also meet the challenges such as increased route
discovery overhead, complicated MAC, and routing protocols. For
example, with directional transmission, each node knows not only
the next hop, but also its corresponding transmitting direction. Con-
sequently, the transmission needs longer routing messages and larger
routing tables. In addition, the use of the directional antennas with
conventional dynamic source routing (DSR) or ad hoc on-demand
distance vector (AODV) protocols often suffers long transmission
delay and frequent link breakage at the intermediate nodes along a
selected route. Li et al. [31] propose a multipath routing algorithm for
the WMNs and the ad hoc networks with the directional antennas. The
experimental results prove the performance improvement of through-
put and delay with the proposed multipath routing algorithm. How-
ever, the authors also conclude that the improvement is based on
proper routing and MAC protocols. In some scenarios without suitable
routing protocols, the advantages of using the directional antennas in
the ad hoc network are not guaranteed and it would be better to use
the omnidirectional antennas.

Energy-efficient routing protocol for the ad hoc networks with the
directional antennas is studied [32]. Since the directional antennas
consume more energy than that of the omni-directional antennas,
the energy efficiency is also a big challenge for the mesh client with
the directional antennas. Fortunately, the energy consumption prob-
lem at the mesh routers is often not so critical, therefore the imple-
mentation of the multiple antenna techniques could be guaranteed
to improve the routing performance of the WMNs. Section 11.4.3
describes the detailed energy efficiency improvement by using mul-
tiple antenna techniques for the WMNs.

11.4.3 Increase Energy Efficiency

Limited power supply is a critical challenge for the ad hoc networks.
Although the mesh routers in the WMNs partly ease the problem, the
energy-efficient algorithms are still demanding for the WMNs. Obvi-
ously, reducing transmitting power could extend the battery life of the
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source mesh routers/client and decrease the cochannel interferences
to the other nodes. Since the cochannel interferences are decreased,
the other nodes could also reduce their transmitting power to guar-
antee the same SNR at the destination nodes. However, the reduced
transmitting power will result in more necessary hops from the source
to the destination nodes, which means more consumed energy in the
relays. Therefore, the overall consumed energy could not be saved by
simply reducing the transmitting power.

The energy could be more efficiently gathered or utilized in the
spatial domain by using multiple antenna techniques such as the
beamforming and the diversity. Among the various multiple antenna
techniques, the best way to increase the energy efficiency is to use the
directional antennas. Nasipuri et al. [33] study the power consumption
in the ad hoc networks, when the directional antennas are applied.
A power control scheme, where the transmission power is reduced by
an additional factor that is based on the minimum SINR required at the
destination, is proposed in order to maximally utilize the savings in the
average power consumption in the network. The authors assume that
the power required for a given transmission distance is proportional to
the beamwidth of the directional antennas at the transmitter side.
Simulation results show that comparing with the ad hoc networks
employing the omni-directional antennas, the ad hoc networks with
the directional antennas have not only higher throughput, but also
higher energy efficiency. In addition, the authors present the simulation
results for the maximum possible savings of power consumption in
the same network when an ideal power control scheme is applied.
Using the directional antennas could increase the lifetime of nodes and
networks significantly. However, in order to utilize the directional
antennas, effective algorithms, or MAC protocols are needed to enable
nodes to point their antenna directions to the right place at the right
time. Spyropoulos and Raghavendra [34] propose a four-step algorithm
that coordinates node communications efficiently. The approach is to
do energy-efficient routing first, in order to find minimum energy paths.
Then, the transmissions of the nodes are scheduled accordingly, in
order to minimize the total time it takes for all possible transmitter–
receiver pairs to communicate with each other. Simulation results show
that the energy savings achieved consist of two major components. The
first component, which is the result of using the directional antennas
instead of the omni-directional ones, is proportional to the antenna
gain. The second component, which is due to the employment of the
energy-efficient routing instead of the conventional routing schemes
(e.g., minimum hop routing), ranges from 10% to 45%.
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The energy consumed per successfully transmitted data bit is an
important value in analyzing the performance of the energy-efficient
algorithms for the ad hoc networks. Farha and Adve [35] study the
performance of the space–time coding for the power reduction of the
ad hoc networks. The research is conducted from cross-layer point of
view, where the space–time coding in physical layer is combined with
a proposed MAC protocol (namely MAC-2 protocol) based on sending
the packets at the minimum power needed to achieve a threshold
packet error rate (PER) at the receiver. The simulation results prove
that the total data delivered per unit of energy consumed increases
with the network load for the MAC-2 protocol both with and without
Alamouti STC. However, there exists a difference between the cases
with and without Alamouti STC for a particular load, which shows that
the use of STC at the physical layer can yield additional power savings.

An energy-efficient virtual MIMO communications architecture is
studied [36]. The architecture is based on V-BLAST receiver process-
ing. Numerical results show that the rate-optimized 4� 4 virtual MIMO
system provides about 63% of energy savings for large transmission
distance, and the 16� 16 virtual MIMO system achieves about 80% of
savings over the traditional SISO communications. These results also
indicate that while rate optimization over transmission distance may
offer improved energy efficiencies in some cases, this is not essential
in achieving energy savings as opposed to the Alamouti scheme-based
virtual MIMO implementations. In most scenarios, a fixed rate virtual
MIMO system with binary phase-shift-keying (BPSK) can achieve
performance very close to that of a variable-rate system with opti-
mized rates. However, the results also indicate a trade-off between the
achievable energy efficiency and the delay incurred. In other words,
as the order of the virtual MIMO architecture grows, the virtual MIMO
architecture also leads to larger delay penalties.

In addition, a distributed power control mechanism has been
proposed for the ad hoc networks and the WMNs with smart antennas
[37]. The basic approach of this protocol is to gather minimum SINR
values locally at the nodes during an active link operation and to use
this information to estimate the power reduction factors for each
activated link. Specifically, the minimum SINR values include the
minimum SINR during the RTS, CTS, DATA transmissions, and ACK.
Then, by using a dedicated power control algorithm, the appropriate
power reduction is decided. Simulation results show that the distrib-
uted power control protocol can be adapted to different physical
situations and the capacity of the system achieved is very close to
the best static local power control schemes.
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The power saving performances of multiple antenna techniques for
the ad hoc networks and the WMNs are discussed above. Since broad-
cast/multicast is an important communication mode in the ad hoc
networks and the WMNs, we discuss the energy efficiency of the broad-
cast/multicast for the ad hoc networks and the WMNs, when multiple
antennas are employed. The networks need a broadcast/multicast
mechanism to update their states and maintain the routes between
nodes. Before any data transmission, a broadcast/multicast tree rooted
at the source node will be built to cover all destination nodes. Once the
tree is known, a node in the tree will deliver each broadcast/multicast
packet to all of its one-hop children nodes. Tong and Ramanathan [38]
study energy-efficient multicast in the ad hoc networks with MIMO in
multipath environments. The goal is to find the optimal antenna pat-
terns for the transmitters and receivers so that the transmit power can be
minimized while the broadcasted packet could be correctly received by
all the children nodes in the multicast tree. Two computationally effi-
cient heuristics are proposed and the simulation results show that the
two can provide considerable power saving as compared to the single-
antenna case. In addition, when energy efficiency is considered, the ad
hoc networks or the WMNs will require a power-aware metric for their
energy-efficiency broadcast/multicast routing algorithms.

Typically, the optimization metrics for routing in the ad hoc net-
works and the WMNs could be classified into either maximizing the
broadcast/multicast lifetime or minimizing the total power assigned to
all nodes in the broadcast/multicast tree. Guo and Yang [39] present
the performance of various algorithms meeting the former optimiza-
tion metric of a given multicast connection in the ad hoc networks and
the WMNs that use the directional antennas [39]. Simulation results
show that with the directional antennas, the static-weight directed
prim multicast tree (S-DPMT) algorithm is optimal for unicast, while
the dynamic-weight directed prim multicast tree (D-DPMT) algorithm
outperforms all the other algorithms for multicast and broadcast.
Furthermore, it is proved that the minimal total energy consumption
does not guarantee maximum lifetime for the ad hoc networks and the
WMNs either for broadcast or multicast.

11.4.4 Other Performance Improvement

In addition to the above-mentioned performance improvement for
the ad hoc networks and the WMNs, the multiple antenna techniques
bring about the performance improvement in many other aspects,
such as connectivity and QoS support, location estimation, and so on.
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The improved link quality by using multiple antenna techniques
results in better connectivity. Bettsletter et al. [40] study how much the
connectivity of the ad hoc networks could be improved by using
random or opportunistic beamforming technique. Simulation results
show that the percentage of connected node pairs is increased by
60% to 450% depending on the network topologies.

QoS can be defined, in a general way, as the effect of service
performance which determines the degree of satisfaction of a service
user. Various QoS-related topics are studied for the ad hoc networks
and the WMNs with multiple antennas. Both the analytical and the
simulation results prove that the networks could provide better QoS
support when using different multiple antenna techniques. When
considering the QoS improvement for the ad hoc networks or the
WMNs with multiple-antenna techniques, cross-layer design or
optimization should be taken into account. This is because the
multiple-antenna techniques are mainly in the physical layer, while the
QoS-related topics are concerned mainly at the MAC and above layers.
If the MAC layer cannot manage free resources in an efficient way, it is
impossible to offer QoS connections inside the network. A cross-layer
structure of ad hoc spatial reuse time division multiple access
(STDMA) networks utilizing smart antennas is presented by Martinez
and Altuna [41]. In this architecture, the information shared between
nodes includes the MAC layer metrics and the network layer metrics,
where the network layer metrics contain the network topology,
path gains, and transmission power, and the MAC layer metrics con-
tain the MAC layer buffer state. Appropriate scheduling algorithms are
demanded to manage different services in the ad hoc networks and
the WMNs using cross-layer information, smart antennas, and STDMA
as the multiple access scheme. Moreover, Mundarath [42] illustrates a
QoS aware protocol, termed as Q-NULLHOC, for the ad hoc networks
with MIMO. The basic idea of Q-NULLHOC is that the maximum
available degrees of freedom available for nulling is not fixed, but is
adaptively selected based on the QoS requirements of the node. The
network layer feeds the difference between the service received and
the service required to Q-NULLHOC. In turn, Q-NULLHOC selects
maximum degrees of freedom to be used for antenna nulling based
on the information from the network layer. At the physical layer,
antenna nulling technique is used to mitigate the cochannel interfer-
ences. As a result, the energy savings increase as the number of
degrees of freedom increase.

Furthermore, Saha et al. [43] and Ueda et al. [44] study the priority-
based QoS in mobile ad hoc networks, where a zone reservation,
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adaptive call blocking scheme, and a distributed feedback control
mechanism are proposed, respectively. Both studies utilize the direc-
tional antennas to improve the QoS performance. The main idea [32] is
to take a control-theoretic approach to adaptively control the low-
priority flows so as to maintain the high-priority flow rates at their
desired level, thus guaranteeing QoS to high-priority flow. Compar-
ably, zone–disjoint routes are used to avoid mutual interference in the
ad hoc networks with the employment of the directional antennas [44].
Furthermore, by using game theory, Baccarelli et al. [45] study spatial
power allocation multiple antenna game under the best efforts and
contracted QoS policies. The various theories originated from com-
puter science will be promising in the study of the ad hoc networks
and the WMNs.

Location estimation is an important topic in the ad hoc networks
and the WMNs. In the presence of mobility, the MAC protocol should
incorporate mechanisms by which a node can efficiently locate and
track its neighbors. It should be noted that the solution to location
determination with the omnidirectional antennas is not applicable to
the directional antennas since the radiation patterns are different and
the received power is dependent on angle and distance. Malhotra et al.
[46] try to estimate the location of the nodes by measuring the received
signal strength from just one or two anchors in a two-dimensional
(2D) plane with the directional antennas. The location estimation
technique is implemented by using Berkeley MICA2 sensor motes
and shows up to three times more accurate than triangulation using
the omni-directional antennas. Simulation results show that the error is
reduced from 27.5% in an omni-directional-based system to 11.6%
with two-directional anchor nodes, and the accuracy of location
determination increases with the node density. In addition, an inte-
grated neighbor discovery and polling-based MAC protocol is studied
[47] for the ad hoc networks using the directional antennas. The
simulation results [47] show that an extremely high per-node channel
utilization of up to 80% in static scenarios and up to 50% in mobile
scenarios could be achieved.

The ad hoc networks and the WMNs are often implemented for
tactical military scenarios. Moreover, direct sequence spread spectrum
(DSSS) is an important and popular technique for military communi-
cations due to its low intercept probability. Therefore, the perform-
ance of the DSSS ad hoc networks and WMNs are intensively studied,
mainly for military purpose. In the DSSS ad hoc networks, when
each node uses the same 11-chip pseudo-noise (PN) spreading
code, a 10.4 dB processing gain could be achieved [48]. Multiple
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antenna techniques are utilized to further increase the performance of
the DSSS ad hoc networks and WMNs. For example, spatial diversity
technique is used to mitigate the narrowband and the broadband
interferences in the DSSS ad hoc networks and WMNs [49]. Since
accurate array designs that embed spatial characteristics of the channel
and radiation patterns are necessary to quantify the performance
benefits, a spatial diversity model is designed for performance simu-
lation. When comparing the performance with and without the spatial
diversity for channels affected by the narrowband and the broadband
interferences, equal-gain combining is used for the signals received by
a five-element antenna array. Performance of throughput, delay, and
maximum throughput performance improvement gain (MPG) are
studied. Simulation results show that with the narrowband interfer-
ence the average network throughput performance is 38.3% better
with spatial diversity than without, whereas with the broadband inter-
ference it is 47.62%. The highest MPG with the narrowband interfer-
ence is 2.06 and occurred with 100 nodes whereas for the broadband
interference the MPG is 1.95 and occurred with 100 nodes. Further-
more, the average delay improvement for the narrowband was 56.69%
with spatial diversity and 38.98% for the broadband.

Swaminathan et al. [50] study the effect of the receiver blocking
problem on the performance of the DSSS ad hoc networks and WMNs
in which a subset of the nodes employs multiple directional antennas.
The studied scenario suits the infrastructure/backbone or hybrid WMNs
well, where a number of mesh routers are placed. The mesh routers are
relatively easier or more practical to be equipped with multiple
antennas. Receiver blocking problem occurs if the receiver is blocked
by an overheard CTS from a node that lies within the receiver’s range,
but not within the transmitter’s range [51]. It is shown that the presence
of the directional antennas in the ad hoc networks and the WMNs
increases the network’s vulnerability to the receiver blocking problem
with a correspondingly severe impact on network performance. An
advanced MAC protocol that employs negative CTS (NCTS) signaling
is developed to solve this problem for the DSSS ad hoc networks and
WMNs.

11.5 CONCLUSIONS AND DISCUSSIONS

Although the current research on the WMNs mainly focuses on the
MAC protocol and the network layer, the physical layer techniques
are more fundamental for the performance of the WMNs. However,
the physical layer techniques for the conventional cellular systems
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could not be used directly in the WMNs, due to the architecture
differences.

Multiple antenna techniques play important roles in physical layer
techniques. This chapter provides a survey of multiple antenna tech-
niques for the WMNs. By using multiple-antenna techniques, the
capacity and throughput of the WMNs could be remarkably enlarged,
and the energy efficiency and routing performance of the WMNs
could be greatly improved. Furthermore, implementing the multiple
antenna techniques could provide better connectivity and more
accurate location estimation for the WMNs.

The beamforming and the directional antennas have been inten-
sively studied, due to the low complexity of the signal processing and
the multihop aspect of the WMNs. In addition, the other conventional
multiple-antenna techniques, such as space–time coding and spatial
multiplexing, have been exploited for the WMNs combining with the
new MAC protocols from cross-layer approaches. However, the emer-
ging multiple-antenna techniques, such as the virtual MIMO and the
cooperative diversity schemes, which utilize the distributed character
of the nodes, are also promising for the WMNs and need further
research.
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One of the technologies that may change our lives most over the next
few years is wireless mesh networking (WMN). Wireless mesh tech-
nologies have been around almost as long as wireless local area
networks (WLANs) have, but they could never take the wireless
industry by storm as they have in recent times. As the popularity of
WMNs is growing, end users are demanding higher bandwidth,
greater coverage, and improved reliability. To date, there is no official
standard for WMNs. However, a fertile field for standards to emerge
has been created with market demands and industry interests.
The industry has come together at various IEEE 802 workgroups to
standardize WMNs with the right ingredients and framework. These
standards may fuel widespread adoption of WMNs around the world.
This chapter examines the standardization activities of WLAN mesh
networking Task Group at IEEE code-named 802. 11s for amendments
to the IEEE 802.11 base standard. WLAN mesh networking has been
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the forerunner in topic research, product development, and network
deployment of wireless mesh. At the time of writing this chapter, the
Task Group has created a baseline draft based on mandatory WLAN
mesh requirements, followed by more advanced and optional fea-
tures. The roadmap ahead is to develop a full, official extended
service set (ESS) mesh standard within the next 2 y [1].

12.1 INTRODUCTION

Several emerging and commercially interesting applications for high-
speed networks based on WLAN mesh have been deployed recently.
WLAN mesh technology is envisioned as an economically viable
networking paradigm to build up broadband, municipal, public
safety, tactical, and large-scale wireless commodity networks often
called hot zones [2]. Original mesh architectures emerged from mobile
ad hoc networks (MANETs) used for military networks. IETF MANET
Work Group has been developing various MANET protocols for
almost a decade [3–6]. Mesh networks are different from MANETs in
that there is more infrastructure communication rather than direct,
peer-to-peer communication. This results in a natural hierarchy in
the networks. As mesh networks became popular and many vendors
started building products for mesh networks, the need for standard-
ization and interoperability became evident around 2003. IEEE
802.15.5 Task Group was formed in November 2003 followed by
802.11s Task Group in September 2004.

IEEE 802.11s started with a charter to extend WLAN for ESS mesh
networking. Existing IEEE 802.11 standards specify WLAN access
network operations between WLAN clients [stations (STAs)] and
access points (APs). In order to extend IEEE 802.11 standards for
mesh, backhaul (infrastructure WLAN links) and gateway (infrastruc-
ture WLAN to wired-LAN links) operations must be amended to the
existing standards (see Figure 12.1). These operations are in the areas
of medium access control (MAC), power saving, routing and forward-
ing, interworking with 802 other networks, security, quality of service
(QoS), management and configuration of a WLAN mesh network. The
current baseline draft was created from a merged proposal from two
WLAN industry groups: SEE-Mesh and WiMesh, consisting of more
than 25 companies and universities from a wide variety of back-
grounds such as researchers, chip vendors, system developers, and
network integrators. The draft forms the foundation for fulfilling the
vision of a self-configuring, self-healing, and self-monitoring WLAN
mesh standard and addresses many aspects of practical WLAN mesh
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networking. Much work is needed to make the standard truly success-
ful and complete.

12.2 WLAN MESH PRIMER

A WLAN mesh network is a fully IEEE 802.11-based wireless network
that employs multihop communications to forward traffic en route to
and from wired Internet entry points. Recently standardized IEEE
802.11a [7] and 802.11g [8] WLAN standards have substantially
increased data rates of WLAN networks by using spectrally efficient
modulation schemes (up to 54 Mbps). Upcoming IEEE 802.11n stand-
ard based on Multiple-input Multiple-output (MIMO) techniques
promises to increase data rates further (up to 200–300 Mbps) [1]. A
WLAN mesh network uses 802.11-based physical layer (PHY) device
and medium access (MAC) for providing the functionality of an ESS
mesh network. The 802.11 AP (known as mesh point [MP] when used
in WLAN mesh) establishes wireless links among each other to enable
automatic topology learning and dynamic path configuration. The
MP-to-MP links form a wireless backbone known as mesh backhaul,

PoP/NoC
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 Metro mesh
routers

T1/E1City center

Business district
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Factory xxHospital
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router

Figure 12.1 A wireless LAN mesh network.
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which provides users with low-cost, high-bandwidth, and seamless
multihop interconnection services with a limited number of Internet
entry points and with other users within the network. Each MP may
optionally provide wireless access connections to users known as
mesh access. These devices are called mesh access points (MAPs).
Figure 12.1 shows a typical WLAN mesh network and its various
components. WLAN mesh networks are defined [1] as:

AWLAN mesh is an IEEE 802.11-based wireless distribution
system (WDS), which is a part of a DS, consisting of a set of
two or more MPs interconnected by IEEE 802.11 links and
communicating through the WLAN mesh services. A WLAN
mesh may support zero or more entry points (mesh portals
[MPPs]), automatic topology learning, and dynamic path
selection (including across multiple hops).

12.2.1 WLAN Mesh Topologies

WLAN mesh networks are targeted primarily for home, commercial,
neighborhood, community, municipality, rural broadband, emergency
and first responder, public safety, small to medium business, large
enterprise, and military networks. Each of these markets represents
purely one or a combination of the two main mesh topologies: (1) ad
hoc and (2) infrastructure. Ad hoc topologies breed from original MAN-
ETs; however, they are augmented with a few Internet entry points
known as MPPs whenever possible. These networks require mobility
as an integral part of the mesh backhaul links as well as dynamic
establishment and tearing of these links. Public safety, emergency and
first responder, and military networks are examples of ad hoc mesh
networks. Infrastructure topologies are multihop WLAN networks
extending a single-hop, access network with wireless backhaul mesh
to a single or multiple portals. These networks are mostly fixed and static
in nature. They do not require mobility of backhaul links except roaming
of APs due to radio frequency (RF) or other types of link failures. Home,
community, municipality, rural broadband, small and medium busi-
nesses (SMB), and enterprises require infrastructure mesh networks.

A third type of topology that combines the flexibility of ad hoc
networks and robustness of infrastructure networks is gaining popu-
larity. This is hybrid mesh topology, where ad hoc devices connect to
the infrastructure as necessary. For example, a fire truck ad hoc
network on a service call may connect to the city WLAN mesh infra-
structure as necessary for communicating with the central control
room located in another part of the city.
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12.2.2 WLAN Mesh Standardization

The IEEE 802.11 working group [1] is an umbrella organization that
contains several Task Groups developing technologies for 802.11
WLAN environment. The standardization activities currently under-
way at the 802.11s Task Group [1] promise to lead to the availability
of a highly interoperable WLAN mesh standard. The scope of the
group is to amend to the IEEE 802.11 MAC protocol such that an
802.11 WDS that supports both broadcast/multicast and unicast
frame delivery at the MAC layer using radio-aware metrics. The
802.11 PHY is not expected to change in any manner. The Task
Group started to hear proposals from March 2005 and downselected
two full proposals by November 2005. The two surviving full pro-
posals agreed to merge into a single, joint proposal at the interim
Task Group meeting at Hawaii in January 2006. The joint proposal
was confirmed by the Task Group at Denver in March 2006. The
baseline draft is ready for presentation at Jacksonville meeting in
May 2006. The release of a complete standard is expected by the end
of 2006 or early 2007.

The rest of the chapter examines each major area IEEE 802.11s
Task Group is developing for amendment to the IEEE 802.11 base
standard, and concludes by showing how WLAN mesh standard
would be effective and efficient in building large, scalable WMNs for
different applications. The standard is expected to be a major catalyst
in popularizing WLAN mesh much like WLAN access was popularized
by various IEEE 802.11 standards.

12.3 WLAN MESH BASIC SERVICES

12.3.1 WLAN Frame Formats

WLAN mesh frame formats reuse IEEE 802.11 MAC frame formats
defined [9] and extend them appropriately for supporting ESS mesh
services. MAC frame header is appended with a mesh forwarding
control field, which is a 24-bit field that includes a time to live (TTL)
field for use in multihop forwarding to eliminate the possibility of
infinite loops and a mesh E2E sequence number for use in controlled
broadcast flooding and other services. This field is present in all
frames of type extended with subtype mesh data (þ CF-ACK).

There are two new control frames proposed by the 802.11s first
draft: request to switch (RTX) and clear to switch (CTX) for backhaul
channel change operations.
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The exchange of 802.11 management frames shall be supported
between neighboring MPs. All 802.11 management frames are
extended to include mesh-specific information elements (IEs). A non-
exhaustive list of these IEs includes:

1. Mesh ID
2. Mesh capability
3. Neighbor list
4. MPP reachability
5. Peer request
6. Peer response
7. Active profile announcement

Neighbor discovery, HWMP routing, congestion control, beaconing
and synchronization, and mesh deterministic access (MDA) use 802.11
management action frames and encode IEs defined by each mechanism
[1]. For example, mesh routing-specific route request (RREQ), route
response (RREP), route response acknowledgment (RREP-ACK),
route error (RERR) IEs are defined each and encoded into a specific
action frame to be used for mesh routing and forwarding [1].

12.3.2 Backhaul Channel Selection

This is a mandatory feature of 802.11s draft standard. A WLAN mesh
network topology may include MPs with one or more radio interfaces
and may utilize one or more channels for communication between
MPs. When channel switching is not supported, each radio interface
on an MP operates on one channel at a time. But the channel may
change during the lifetime of the mesh network according to dynamic
frequency selection (DFS) requirements. The specific channel selec-
tion scheme used in a WLAN mesh network may vary with different
topology and application requirements. A set of MP radio interfaces
that are interconnected to each other by a common channel are
referred to as a unified channel graph (UCG). The same device may
belong to different UCGs. An MP logical radio interface that is in
simple unification mode selects a channel in a controlled way such
that it enables the formation of a UCG that becomes merged and
hence fully connected. The MP logical radio interface thus establishes
links with neighbors that match the mesh ID and mesh profile and
selects its channel based on the highest channel precedence value.
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12.3.2.1 Simple Channel Unification Protocol

At boot time, an MP logical radio interface that is configured in simple
channel unification mode performs passive or active scanning to dis-
cover neighboring MPs. If an MP is unable to detect any neighboring
MPs, it adopts a mesh ID from one of its profiles, and selects a channel
for operation as well as an initial channel precedence value. The initial
channel precedence value may be initialized to the number of micro-
seconds since the boot time of the MP plus a random value. In the event
that an MP logical radio interface that is configured in simple channel
unification mode discovers a disjoint mesh, i.e., the list of candidate
peer MPs spans more than one channel, it selects the channel that is
indicated by the candidate peer MP which has the numerically highest
channel precedence indicator to be the unification channel.

12.3.2.2 Channel Cluster Switch Protocol

The MP that determines the need to switch the channel of its cluster
first chooses a channel cluster switch wait timer. It sets a local timer
with this wait time and then sends a channel cluster switch announce-
ment frame to each peer MP that has an active association in the UCG.
It copyies the value of the new candidate channel and new candidate
channel precedence indicator, and sets a channel switch wait time.

If an MP receives a channel cluster switch frame with a channel
precedence value larger than the current channel precedence value of
the logical interface on which the frame was received, the MP sets a
channel cluster switch timer equal to the channel switch wait timer
value of the frame and then sends a channel cluster switch announce-
ment frame to each peer MP that has an active association on the
logical radio interface, copying the values from the received channel
cluster switch announcement frame.

It is possible that more than one MP in the UCG may independ-
ently detect the need to switch channels and send separate channel
cluster switch announcement frames. If an MP receives more than
one channel cluster switch announcement frame, it acts upon the
frame only if the channel precedence value is larger than the channel
precedence value of a previously received channel cluster switch
announcement frame. In case a newly received channel cluster
announcement frame has the same channel precedence value as a
previously received frame, the new frame is acted upon only if the
source address is smaller than the source address from the previously
received frame. If the MP acts upon the newly received channel cluster
switch frame, it updates its candidate channel and candidate channel
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precedence indicator, sets its channel cluster switch wait timer to the
channel switch wait value of the frame, and then sends a channel
cluster switch announcement frame to each peer MP that has an active
association on the logical radio interface, copying the values from the
received channel cluster switch announcement frame.

If a channel switch wait timer has been set on an MP, the MP does
not originate a new channel cluster switch announcement frame
during the duration of the channel switch wait timer. When the
channel cluster switch wait timer expires, the MP switches its radio
interface to the candidate channel and updates its channel precedence
indicator to the candidate channel precedence indicator.

12.3.3 Mesh Link Operations

These are mandatory features of 802.11s draft standard. An MP must
be able to establish at least one mesh link with a peer MP, and may be
able to establish many such links simultaneously. It is possible that
there are more candidate peer MPs than the device is capable of being
associated with simultaneously. In this case, the MP must select MPs to
establish peer links based on some measure of signal quality, such as
gathered during the discovery phase, or other statistics received from
candidate neighbor MPs. An MP will continue to look for received
beacons on any of the UCGs it is operating on. On receipt of a beacon
from an unknown neighboring MP, but containing a matching mesh
ID, an MP will attempt to create a peer link to the neighboring MP.

The purpose of the local link-state discovery procedure is to
populate the r and ept fields for each peer MP in the neighboring
table. These are subsequently used by the route establishment algo-
rithm to determine the most efficient available routes. All mesh links
are asymmetric, in that a pairwise link consists of one node designated
as superordinate and the other designated as subordinate. These
labels are illustrative and represent no hierarchical relationship. In
order to ensure that the measured link state is symmetric, the super-
ordinate node is responsible for making a determination as to the link
quality. It may use any method, but must make a determination as to
the following two parameters:

& r: current bit rate in use, i.e., the modulation mode
& ept: packet error rate at the current bit rate for a data frame with

a 1000 byte payload

A superordinate node makes this determination for a link in the
superordinate, down, state, and at future intervals at its option. On
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making such a determination, it includes the information in a local
linkstate announcement frame and transmits it to the subordinate
node. On successful transmission of the frame, it updates the values in
its neighboring MP table with the new values, changing the state from
superordinate down to superordinate up if this is an initial assessment.
A subordinate node shall update the values in its neighboring MP table
whenever a local link-state announcement message is received.

12.3.4 Mesh Beaconing

This is an optional feature of 802.11s draft standard. Synchronization
and beacon generation services in a WLAN mesh are based upon the
procedures defined in clause 11.1 of 802.11 standard [9] for infrastruc-
ture and independent basic service set (IBSS) modes of operations.

12.3.4.1 Mesh Synchronization Protocol

An MP supporting synchronization may choose to be either synchron-
ized or unsynchronized based on its own requirements or those of its
peers. MPs synchronization behavior is communicated through the
synchronization capability field within the WLAN mesh capability
element. The synchronization behavior of the two classes is defined
as follows:

1. Unsynchronized mode
2. Synchronized mode

An unsynchronized MP maintains an independent time synchron-
ization function (TSF) timer and does not update the value of its TSF
timer based on time stamps and offsets received in beacons or probe
responses from other MPs. An unsynchronized MP may start its TSF
timer independently of other MPs. A synchronized MP updates its
timer based on the time stamps and offsets (if any) received in
beacons and probe responses from other synchronized MPs. Syn-
chronized MPs should attempt to maintain a common TSF timer called
the mesh TSF timer.

12.3.4.2 Beacon Generation

Any MP may choose to beacon as defined either in the IBSS mode or
in the infrastructure mode of operation in IEEE 802.11 [9] and 802.11e
[10]. Both synchronized and unsynchronized MPs generate beacons
according to the beacon generation procedures defined in clause
11.1.2.1 in 802.11 standard [9].
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Unsynchronized MPs choose their own beacon interval and TSF
independent of other MPs. Unsynchronized MPs may implement
beacon collision avoidance mechanisms to reduce the chances that it
will transmit beacons at the same time as one of its neighbors. The
value of a beacon period attribute used by synchronized MPs equals a
submultiple of the mesh delivery traffic indication message (DTIM)
interval. Synchronized MPs use and advertise a nonzero self-TBTT offset
value using the beacon timing element. Each synchronized MP can
select its own beacon interval, but all synchronized MPs need to share
a common mesh DTIM interval. The beacon intervals selected by an MP
must always be submultiples of the mesh DTIM interval. A synchronized
MP that establishes a mesh selects its beacon interval and the MP DTIM
period, and determines the common mesh DTIM interval of the mesh.
The mesh DTIM interval equals the product of the beacon interval and
the mesh DTIM period. A Synchronized MP that joins an existing mesh
needs to adopt the mesh DTIM interval of the mesh.

Another mode of beaconing is defined for MPs lacking beacon
generation capability to support the ability to designate other MPs
to broadcast beacons on their behalf. The designated beacon
broadcaster method enables a designated MP to perform beaconing
for a defined period of time while all other MPs defer from sending
beacons. The beacon broadcaster role must be changed periodically.

12.3.4.3 Mesh Beacon Collision Avoidance Protocol

MPs implementing mesh beaconing may optionally adjust their TSF
timers to reduce the chances that they will transmit beacons at the
same time as one of their neighbors. Individual MPs may take steps
either before or during association in order to select a target beacon
transition time (TBTT) that does not conflict with its mesh neighbors.
An MP may adjust its TSF timer if it discovers that its TBTT may
repeatedly collide with the TBTT of a neighbor. Options of an MP
for adjusting its TSF include advancing or suspending the TSF for a
period of time. An MP may collect and report information about
the TBTT of neighboring synchronized and unsynchronized MPs
using a variety of techniques. In addition, 802.11k beacon reports
may be used by MPs to exchange beacon timing information of their
neighbors [11].

As another option, synchronized MPs may occasionally delay their
beacons after their TBTTs for a random time. The random delay is
chosen so that the transmission time is interpreted by the MP as not
colliding with other beacons. This behavior further helps discovering
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neighbors through beacons in case they choose colliding offsets. The
minimum-blocking channel assignment (MBCA) mechanism may then
be used for choosing noncolliding offsets, in case any colliding offsets
are observed.

12.4 WLAN MESH MEDIUM ACCESS CONTROL

MAC of the IEEE 802.11 is contention based, using distributed coord-
ination function (DCF) mechanisms, or contention-free, using point
coordination function (PCF) mechanisms. Contention-based MAC
protocols are robust against environmental interference and noise,
making them suitable for use in WLAN mesh networks. This section
describes how the MAC is used and adapted in a WLAN mesh in
IEEE 802.11s with appropriate amendments. Mandatory changes to
802.11 MAC are not specified [1], but two optional mechanisms for
more suitably adapting 802.11 MAC services in a WLAN mesh network
[1] are:

1. Multichannel MAC
2. MDA

12.4.1 Multichannel Medium Access Control

Thus far the 802.11 MAC has been based on a single channel, i.e., all
the devices on the network share the same channel. Using a multi-
channel MAC, where transmissions can take place simultaneously on
orthogonal channels, the aggregate throughput can be increased con-
siderably. Multichannel MAC protocols are traditionally developed for
multiradio devices. However, the common channel framework (CCF)
described here enables the operation of a single-radio device in a
multichannel environment. Known methods for channel access, e.g.,
DCF or enhanced distributed coordination function (EDCF), can be
used within this framework. MPs can utilize the common channel to
select an available channel as shown in Figure 12.2. This, in essence, is
a dynamic channel allocation scheme. The destination channel infor-
mation (channel n) is exchanged using the RTX and CTX frames
followed by data frame transmission on the destination channel n.
While the data frame transmission is ongoing on channel n, another
transmission can be initiated on another destination channel m. A
single-radio MP on the common channel cannot communicate with
MPs on other channels. At the same time, single-radio MPs on other
channels cannot know the network status on the common channel
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and vice versa. A multichannel MAC protocol designed for single radio
should therefore:

1. Facilitate connectivity among arbitrary MPs that may be on
different channels

2. Facilitate protection of the ongoing transactions

In order to address the foregoing issues the concept of a channel
coordination window (CCW) is available in CCF. At the start of CCW,
CCF-enabled MPs tune to the common channel. This enables arbitrary
MPs to establish communication with each other. Secondly, at the start
of CCW, the channel occupancy status is reset and MPs can renegotiate
channels. CCW is repeated with a period P, and the duration of CCW is
usually a fraction of P. A channel coordination mechanism is used with
the help of a common control channel (CCC).

12.4.2 Mesh Deterministic Access

MDA is an optional access method that allows supporting MPs to
access the channel with lower contention than otherwise in selected
times. The method sets up time periods in mesh neighborhoods when
a number of MDA-supporting MPs that may potentially interfere with
each others’ transmissions or receptions are set to not initiate any
transmission sequences. For each such time period, supporting MPs
that set up the state for the use of these time periods are allowed
to access the channel using MDA access parameters (CW Min, CW
Max, and AIFSN). In order to use the MDA method for access, an
MP must be a synchronized MP. The MDA method is described in
detail [1].
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Figure 12.2 Common channel framework.
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12.5 POWER SAVING IN MESH

This is an optional feature of 802.11s draft standard. An MP supporting
power save (PS) operations may either operate in an active or PS state.
The MP will advertise its PS state to all neighboring MPs by using its
beacons and by sending a null data frame with the PS bit active. MPs in
PS mode periodically listen for DTIM beacons. An MP waking up to
receive a beacon will stay awake for a minimum period of ad hoc traffic
indication map (ATIM) window as indicated in their beacons, before
returning to sleep. MPs in PS mode will also wake up according to any
negotiated schedule as part of traffic specification (TSPEC) setup with
otherMPs. TheMPwill remain awakeuntil the endof the serviceperiod.

An MP wishing to communicate with MPs that are in PS mode
could buffer the traffic targeted for these MPs in one of the following
ways:

1. Send traffic to these MPs only on agreed schedules as negoti-
ated as part of automatic power save delivery (APSD) TSPEC
setup (see [10] for details on APSD and TSPEC).

2. Send directed or broadcast ATIM frames to MPs in PS mode
during ATIM window in order to signal them to remain awake
and wait for further traffic.

3. Send a single null data frame to MPs in PS mode during their
ATIM window in order to reactivate a flow that has been
suspended or to signal PS state change.

Any MP that wishes to communicate with an unsynchronized MP, and
enters PS mode will wake up for the BSS DTIM beacon of the MP. If
such an MP wishes to communicate with more than one unsynchro-
nized MP, it will wake up for the BSS DTIM beacons for each such MP
in addition to any mesh DTIM TBTT that may be scheduled for its
synchronized MP neighbors.

12.6 NETWORK DISCOVERY IN MESH

This is a mandatory feature of 802.11s draft standard. Mesh formation
requires that the members of a mesh network have sufficient infor-
mation about themselves and the available connections between
them. This process requires detection of mesh members through
beacons or active scanning using mesh probe requests, followed by
the exchange of routing information, which may include link-state
information. Mesh formation is a continuous process that entails
monitoring of neighbor nodes and their connectivity so as to detect
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and react to changes in mesh memberships and in connectivity
between mesh members. Sections 12.6.1 and Section 12.6.2 describe
the two subelements of network discovery:

1. Topology discovery
2. Neighbor discovery

12.6.1 Topology Discovery

802.11s draft standard supports topology discovery using profiles.
A device must support at least one profile. A profile consists of:

& Mesh ID
& Path selection protocol identifier
& Path selection metric identifier

The path selection protocol and path selection metrics in use may be
different for different profiles.

12.6.2 Neighbor Discovery

An MP performs passive or active scanning to discover neighboring
MPs. In case of passive scanning, a device is considered a neighbor MP
if and only if all of the following conditions are met (similar conditions
must be met with probe responses in case of active scanning):

1. A beacon is received from that device.
2. The received beacon contains a mesh ID that matches the mesh

ID of at least one of the profiles on the MP.
3. The received beacon contains WLAN mesh capabilities: Ver-

sion, MP-active indication, and path selection protocol identi-
fier with a matching metric identifier.

A neighbor MP is considered a candidate peer if and only if:

1. The beacon contains a WLAN mesh capability IE with nonzero
peer link available value.

2. The MP attempts to discover all neighbors and candidate peer
devices, and maintains the neighbor MP information indicating
the MAC address of each device, the most recently observed
link-state parameters, the received channel number, and the
state equal to neighbor or candidate peer as determined by the
rules in this section.
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When MP devices are discovered, the path selection protocol and
metric should be checked for a match with the profile. If there is no
match, the newly discovered device should be ignored. If an MP is
unable to detect any neighbor MPs, it adopts a mesh ID from one of its
profiles, and proceeds to the active state, which, in the case of an MAP
is the AP initialization state. This will occur when the MP is the first
device to power on (or multiple MPs power on simultaneously). Any
peer MP links will be established later as part of the continuous mesh
formation procedures.

12.7 MESH ROUTING AND FORWARDING

Wireless routing has been a topic of research interest for over a
decade. Routing frames from a wireless host by the backbone
network to the appropriate intra-, inter-, or gateway-node through
dynamic RF environments has been a major challenge to date.
WLAN mesh routing protocol adapts earlier works of IETF MANET
Work Group as well as wireless spanning tree protocols (STP) are
specified [1]. The terms mesh path selection and mesh forwarding
are used to describe selection of single-hop or multihop paths and
forwarding of data frames across these paths between MPs at the
link layer. Data messages use the 802.11 standard four-address
format [9], with 802.11e extensions for 802.1Q tag transfer [12],
and some additional mesh-specific information. Simple client STA
nodes associate with one of the mesh AP devices as normal, since
the mesh AP devices are logically a collection of APs that are part of
the same ESS. Mesh path selection services consist of baseline
management messages for neighbor discovery, local link-state
measurement and maintenance, and identification of an active
path selection protocol. Each WLAN mesh uses a single method to
determine paths through the mesh, although a single device may be
capable of supporting several methods. This section defines a path
selection protocol targeted for small to medium, unmanaged mesh
networks.

12.7.1 WLAN Mesh Routing Framework

IEEE 802.11s draft specifies an extensible framework to enable flexible
implementation of path selection protocols and metrics within the
802.11s standard. It specifies a default mandatory protocol and metric
for all implementations, to ensure baseline interoperability between
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devices from different vendors. However, it also allows any vendor to
implement anyprotocol and/ormetric in the802.11s framework tomeet
special application needs. An MP may include multiple protocol imple-
mentations (e.g., default protocol, optional protocols, and future stand-
ardprotocols), but only oneprotocolwill be active on aparticular link at
a time. Different WLAN meshes may have different active path selection
protocols, but a particular mesh will have one active protocol at a time.

WLAN mesh routing framework is largely based on layer-2 or MAC
layer routing. From a Transport Control Protocol/Internet Protocol
(TCP/IP) perspective, this framework works closely with MAC and
logical link control (LLC) layers while most wired routing protocols,
such as Border Gateway Protocol (BGP) and Open Shorter Path First
(OSPF), operate in layer-3 or IP layer. This raises the question of how
effective would WLAN mesh routing framework be in relatively larger
mesh networks. The IEEE 802.11s Task Group charter limits itself to a
maximum of 32 routing nodes, which implies that the framework will
probably not scale beyond this upper bound. In other words, a single
WLAN mesh network can be up to 32 nodes and must be augmented
with 802 LANs and/or IP layer routing in order to build larger WLAN
mesh networks. Layer-2 based routing alone may not be practical in
many large networks, such as a citywide wireless mesh network.

12.7.2 Path Selection Metrics

IEEE 802.11s draft standard allows, in principle, a WLAN mesh to be
implemented with any path selection metrics. This section defines a
default radio-aware path selection metric to enable baseline interoper-
ability. In order to compute the unicast forwarding table from the cached
link-state information generated by each node, the MP must first calcu-
late the link cost for each pairwise link in the mesh. This section defines a
default link metric that may be used by a path selection protocol to
identify an efficient radio-aware path. The extensibility framework
allows this metric to be overridden by any routing metric as specified
in the active profile.

The cost function for establishment of the radio-aware paths is based
on airtime cost. Airtime cost reflects the amount of channel resources
consumed by transmitting the frame over a particular link. This measure
is approximate and designed for ease of implementation and interoper-
ability. The airtime cost for each link is calculated as:

Ca ¼ Oca þ Op þ
Bt

r

� �

� 1

1� ept

� �
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where Oca, Op, and Bt are constants listed below, and the input param-
eters r and ept are the bit rate in Mbps and the frame error rate for the test
frame size Bt, respectively. The rate r is dependent on local implemen-
tation of rate adaptation and represents the rate at which the MP would
transmit a frame of standard size (Bt) based on current conditions.
Estimation of ept is a local implementation choice and is intended to
estimate the ept for transmissions of standard size frames (Bt) at the
current transmit bit rate that is used to transmit frames of that size (r).
Packet drops due to exceeding TTL should not be included in this
estimate as they are not correlated with link performance.

& Oca: 75 ms (802.11a) and 335 ms (802.11b)
& Op: 110 ms (802.11a) and 364 ms (802.11b)
& Bt: 8224 (802.11a and 802.11b)

12.7.3 Hybrid Wireless Mesh Protocol

This is the mandatory routing protocol of the 802.11s draft standard.
Hybrid wireless mesh protocol (HWMP) is a combination of ad hoc
and spanning tree-based routing protocols that incorporates both
proactive and reactive components for targeting all of ad hoc, infra-
structure, and hybrid WLAN mesh markets. HWMP brings the best of
both worlds (ad hoc and infrastructure) together by blending the
flexibility of on-demand route discovery with extensions that enable
efficient proactive routing to MPPs. This combination allows MPs to
perform the discovery and maintenance of optimal routes themselves
or to rely on the formation of a tree structure based on a root node
(logically placed in an MPP). In both cases, neighbor node selection is
based on a predefined metric. HWMP uses a single set of protocol
primitives derived from ad hoc on-demand distance vector (AODV)
[4]. If a mesh network has no root node configured (e.g., an ad hoc
network), on-demand route discovery is used for all routing in the
mesh network. A tree-structured network is enabled by configuring an
MP (typically an MPP) as a root node. In that case, other MPs pro-
actively maintain routes to the root node and a proactive, distance
vector routing tree is created and maintained. Some of the key benefits
of the HWMP hybrid routing approach are:

& Flexibility to adapt to the requirements of a wide range of
scenarios, ranging from fixed to mobile mesh networks

& MPs discover and use the best metric path to any destination in
the mesh with low complexity
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In addition, when a root node is configured in the mesh:

& Flooding of route discovery packets in the mesh is reduced if
the destination is outside the mesh

& The need to buffer messages at the source while on-demand
route discovery is in progress is reduced

& Nondiscovery broadcast and multicast traffic can be delivered
along the tree topology

& On-demand routes have the topology tree to fall back on
should an on-demand route become unavailable or during
route rediscovery

HWMP has a unique hybrid routing feature. If a proactive tree exists, it
may be used by default while on-demand route discovery is in pro-
gress for intramesh destinations. An MP may choose to rely solely on
the routing tree for all intramesh as well as gateway traffic routing.

12.7.3.1 Tree-Based Routing in HWMP
If an MP (typically an MPP) in a WLAN mesh is optionally configured
as a root node, other MPs proactively maintain routes to the root node
using topology discovery primitives. HWMP topology formation
begins when the root portal announces itself with the root announce-
ment message, which contains the distance metric and a sequence
number. The value of the metric is zero. Any MP hearing the
announcement directly updates its route table as directly connected
child of the root and the metric associated with the link. It then
rebroadcasts the root announcement with an updated distance vector
metric. Thus, the topology builds away from the root as each MP
updates the distance vector to root and readvertises to its neighbors
the cumulative cost to the root portal.

When a node wants to send a frame to another node, and if it has
no route to that root (mapping its address to a given MP) it may send
the frame to the root. The root looks up the routing and bridging
tables to see if the packet is intended for a node within the mesh or
outside. It forwards the message appropriately back to the mesh or its
uplink. If it finds the entry inside the mesh, it sends the frame to the
destination parent MP using an additional tunnel encapsulation. When
the packet reaches the destination parent MP and checks the tunnel
encapsulation, it knows that the address is within the mesh and may
initiate an RREQ back to the source. This hybrid routing mechanism
allows the initial frame to be forwarded on the tree topology path
followed by establishing an optimal, on-demand route between the
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source–destination pair for all subsequent frames among them. Any
frame sent from the root follows the optimal path to any other MP in
the network by the spanning tree properties.

When there are multiple portals in a mesh network, a single portal
takes the root role either by provisioning or by a dynamic procedure.
All other portals assume nonroot roles. In presence of multiple portals,
the root forwards all frames with unknown addresses outside the mesh
to its own uplink as well as other portals for forwarding on their
uplinks. All nonroot portals forward frames from outside the mesh to
the root portal for further forwarding within the mesh network.

12.7.3.2 On-Demand Routing in HWMP
On-demand routing in HWMP uses an RREQ and route reply RREP
mechanisms of AODV [4] to establish routes between two MPs. Ori-
ginal AODV was developed for IP-based networks and routing at
layer-3. HWMP adapts original AODV to work at layer-2 and changes
all IP and IP-addressing references to MAC and MAC addresses. Apart
from this adaptation, it uses the following mechanisms of original
AODV:

& Route discovery
& Destination-only and reply-and-forwarding
& Route maintenance
& Best candidate route caching
& Sequencing
& Route acknowledgment
& Route errors

In order to be compatible with legacy STA devices, MAPs generate and
manage messages on behalf of the legacy STAs that are associated with
them. The functionality is similar to the situation when an MAP has
multiple addresses. The associated STA addresses may be thought of
as alias addresses for the MAP. However, STA handoffs due to roaming
may cause a route to become stale. RERR mechanism needs to be
modified in order to make sure that backhaul routing continues to
function when there are many legacy STAs in a network and/or there
are frequent and rapid STA handoffs.

12.7.4 Radio-Aware Optimized Link-State Routing Protocol

This is the optional routing protocal of the 802.11s draft standard.
Radio-aware optimized link-state routing (RA-OLSR) is a unified and
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extensible proactive, link-state routing framework for WMNs based on
the original OLSR [13] protocol with extensions from fisheye state
routing (FSR) [14] protocol. RA-OLSR enables the discovery and main-
tenance of optimal routes based on a predefined metric, given that
each MP has a mechanism to determine the metric cost of a link to
each of its neighbors. In order to propagate the metric information
between MPs, a metric field is used in RA-OLSR control messages. In
disseminating topology information over the network, RA-OLSR
adopts the following approaches in order to reduce the related control
overhead:

& It uses only a subset of MPs in the network, called multipoint
relays (MPRs), in flooding process.

& It can control (and thereby reduce) the message exchange
frequencies based on the fisheye scopes.

The current RA-OLSR protocol specifications also include association
discovery protocol to support legacy 802.11 stations. The MAPs select
paths among MAPs and MPs by running RA-OLSR protocol and com-
plement routing information among MAPs and MPs with the informa-
tion of legacy 802.11 stations associated with them. OLSR is an
optimization over the classical link-state routing protocol, tailored
for MANETs. It inherits the stability of a link-state routing protocol
and has the advantage of having routes immediately available when
needed due to its proactive nature.

12.7.5 Forwarding in WLAN Mesh

In an 802.11s mesh network, path selection and forwarding operations
are implemented as layer-2 mechanisms. When data frames are for-
warded in such a multihop mesh network, multipath routing (either
due to load balancing or dynamic route changes) can easily result in
arrival of out-of-order and duplicate frames, the destination MP. The
probability of having out-of-order and duplicate frames increases as
the rate of topology changes, load level variations, and/or wireless
channel fluctuations increases. The Sequence Control field in 802.11
data frame headers is used on a hop-by-hop basis to detect duplicates
or missing frames at each hop and is changed by each intermediate
MP. Hence, it cannot be used to detect out-of-order or duplicate frame
delivery in an end-to-end fashion. The mesh E2E sequence number
in the mesh control field is added to uniquely identify the data
frames sent from a given source MP. By the pair of source MP address
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and mesh E2E sequence number, the destination MP is able to
detect out-of-order and duplicate frames. Duplicate frames must
be discarded, while out-of-order frames must be buffered temporarily
before they can be reordered and delivered to LLC. The goal is to
manage the buffer in a way that strives to deliver all MAC frames
in the correct order. To avoid excessive delay due to such buffering,
a timer may be used locally by the MP so that it does not wait
indefinitely.

12.7.5.1 Unicast Forwarding

Four-address unicast data frames are forwarded based on the Desti-
natin Address (DA) (see [9] for details). If the DA corresponds to a
legacy STA associated with this MP, the frame is translated to the three-
address format and queued for transmission to the destination. If the
DA corresponds to a known MAC address, but is not directly associ-
ated, the TTL field in the mesh control field is decremented and the
frame discarded if zero has been reached. Otherwise, the frame is
queued for transmission as a four-address frame to the next hop MP as
determined from the mesh forwarding table.

If a three-address unicast data frame is received by an MAP from an
associated and authenticated STA, and the DA corresponds to an
address in the forwarding table, the frame shall be reformatted as a
four-address frame and transmitted to the peer MP listed in the for-
warding table as the next hop address for that DA. The TTL field in the
mesh control field is set to 255.

12.7.5.2 Broadcast Forwarding

The MP checks a local broadcast message signature cache to see
whether the message has previously been forwarded by this node.
The Source Address (SA), DA, and mesh E2E sequence number from
the frame header may be used together as a unique message signature
for tracking messages in the signature cache. If it is already listed in the
cache, the frame is discarded. Otherwise, a new signature for this
message is added to the cache.

The MP then decrements the TTL field in the mesh control field. If
the TTL value has reached zero, the message is discarded. Otherwise,
the frame is queued for transmission as a four-address frame to all
neighboring MPs that are associated and authenticated to the MP. If
the node is an MAP, it also creates a three-address broadcast frame
with the same body contents as the received frame and transmits it to
the STAs associated with it.
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12.7.5.3 Multicast Forwarding

On receipt of a four-address multicast data frame, the same process
used for broadcast forwarding of four-address data frames is used for
the multicast data frame. The MP may implement multicast filtering
technologies such as the Generic Attribute Registration Protocol
(GARP) or GARP Multicast Registration Protocol (GMRP) defined in
IEEE 802.1d standard [15]. Most practical multicast applications require
some sort of filtering in order to efficiently forward multicast frames,
such as video streams, and avoid excessive duplication that causes
unnecessary bandwidth consumption in a network. In practical WLAN
mesh networks, efficient multicast forwarding mechanisms are imper-
ative for multicast applications to work properly.

12.8 INTERWORKING IN WLAN MESH

A WLAN mesh network is a layer-2 network that functions as a trad-
itional IEEE 802 LAN. This means that a WLAN mesh network appears
functionally equivalent to a broadcast Ethernet from the perspective of
other networks and higher layer protocols. Thus, it must appear as if all
MPs and MAPs in a WLAN mesh are directly connected at the link layer.
The protocols described in this document hide the details of this
functionality from higher layer protocols by transparently providing
multihop broadcast and unicast data delivery at layer-2 within the
mesh. In order for a WLAN mesh to behave as a traditional 802 LAN,
it must be possible to interconnect the mesh with other networks using
both layer-2 bridging and layer-3 internetworking. One or more
802.11s meshes may be connected to each other through MPPs. This
may be useful, for example, when different meshes are running differ-
ent mesh-routing protocols, or are configured differently.

12.8.1 Layer-2 Bridging with 802 LAN

Figure 12.3 illustrates a network in which two WLAN mesh LANs are
bridged with 802.3 LAN segments. In this example, each MP collocated
with an MPP acts as a bridge, connecting the mesh to another LAN using
standard bridging protocols (e.g., 802.1d [15]). This configuration
effectively creates a single logical layer-2 subnet LAN spanning both
meshes and 802.3 LAN segments. The interaction between WLAN mesh
path selection and layer-2 bridging occurs only at each MPP.

A frame being sent or forwarded by an MP collocated with an MPP
has three possible final destinations:
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1. A node in the mesh
2. A node outside the mesh that is reachable without traversing

the mesh
3. A node outside the mesh that is reachable through the mesh (by

other MPPs)

A frame being sent by a node in the WLAN mesh has two possible final
destinations:

1. A node inside the mesh
2. A node outside the mesh

The MPs collocated with MPPs may participate in transparent layer-2
bridging, allowing users to build networks that include a WLAN mesh
in combination with other layer-2 networks. As such, each MP that is
collocated with an MPP may participate in the STPs and maintain a
node table to determine through which port each node in the logical
network can be reached. The MPP may maintain 802.1d bridge tables,
learning, and support VLANs.

12.8.2 Interworking with Higher Layers

Figure 12.4 illustrates a network in which the two WLAN mesh LANs
are internet worked with other 802.3 LAN segments using layer-3
routing (e.g., IP). In this example, the MPPs perform the functionality
of IP gateway routers, resulting in a network with multiple intercon-
nected subnet LANs. Rest of the IP interworking mechanisms are
beyond the scope of 802.11s Task Group.

12.8.3 Support of Multiple Portals

If there are more than one MPP in a WLAN mesh, each MPP contains
layer-2 bridging functionality and may participate in an IEEE 802.1d
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Figure 12.3 WLAN mesh networked with 802 LANs using bridging.
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STP running in wired LAN. The mesh network appears as a single
loop-free segment to STP as bridge protocol data unit (BPDU) frames
are transparently bridged across the mesh from portal to portal as data
packets. Arbitrarily assuming that MPP-1 has a higher bridge port
priority than MPP-2, MPP-1 is elected by the STP as the designated
bridge for the mesh LAN segment and MPP-2 is blocked by STP. In this
scenario, the mesh connectivity to the wired LAN is reduced to a single
portal only.

As STP control packets are transparently bridged across the mesh
from portal to portal as data packets, the cost of mesh links are
effectively free as far as STP is concerned. If multiple MPPs are con-
nected to different bridged LAN segments, the root bridge may reside
on either of them and the STP sees two links connecting them:

1. Wired bridged link
2. Meshed link between two portals

Depending on the total cost of these two paths, either can be
selected as the active path and the other will be blocked. In other
words, for any LAN segment with nonroot bridge, if the wired bridged
path cost to the root is lower than the path cost through the mesh, the
bridge connecting the LAN segment to the root will be elected as the
designated bridge for this LAN segment and the portal connected to
this LAN segment will be blocked. This means that the mesh network
can no longer use this portal for data forwarding. If the STP path cost
through the mesh LAN segment is lower than the cost of the
path through the wired bridged LAN, the portal connected to this
LAN will be elected as the designated bridge for this LAN segment
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Figure 12.4 WLAN mesh networked with 802 LANs using routing.
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and the bridge connecting the wired LAN will be blocked. This means
that the wired LAN is fragmented and traffic between this LAN seg-
ment and others will be bridged through the mesh network. This can
cause interportal traffic starving the actual mesh traffic. 802.11s Task
Group is working with 802.1, 802.15, and 802.16 Task Groups in order
to resolve these issues and reach solutions that are mutually beneficial
for 802.11s and other 802 LANs. These issues are critical for adoption
of WLAN mesh networks in larger 802-based networks. 802.21 media-
independent interworking Task Group is working toward developing
protocols for all different types of 802 LANs so that they can coexist.

12.9 WLAN MESH SECURITY

This is a mandatory feature of 802.11s draft standard, which
utilizes 802.11i-based security mechanisms to enable link security in a
WLAN mesh network. 802.11i [16] provides link-by-link security in
a WLAN mesh network. End-to-end security may be layered on top
of WLAN mesh security, e.g., IP security (IPSec/VPN).

12.9.1 Security Framework

The link access protocol is based on 802.11i Robust Security Network
Association (RSNA) security and supports both centralized and distrib-
uted IEEE 802.1x-based authentication and key management [16,17].
In a WLAN mesh, an MP performs the roles of both the supplicant and
the authenticator, and may optionally perform the roles of an authen-
tication server (AS). The AS may be collocated with an MP or be
located in a remote entity with which the MP has a secure connection
(this is assumed and specified by the 802.11s proposal). Figure 12.5
shows the security framework in a WLAN mesh network. A node
establishes RSNA in one of the three ways:

1. Centralized 802.1x authentication model
2. Distributed 802.1x authentication model
3. Pre-shared key authentication model

The first two use 802.1x EAP-based authentication followed
by 802.11i 4-way handshake. An authenticator is used in the
first model, whereas MP–MP perform mutual authentication in
the second model. The pre-shared model does not quite scale to
meshes where multihop routing is required. In particular, it is infeas-
ible to secure routing functionality when a pre-shared key is used in a
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mesh with more than two nodes, because it is no longer possible to
reliably determine the source of any message. IEEE 802.11s Task
Group is discussing more robust security for WLAN mesh and is
expected to make some substantial changes to the draft security
specification.

12.9.2 Management Frame Security

The objective of management frame security in a WLAN mesh is to
assure authenticity, integrity, and privacy (where appropriate) of the
management frames sent and received among MPs on a link-by-link
basis. The 802.11i-based link level authentication model is used to
support authentication, key distribution, and encryption of manage-
ment frames. There are no separate management frame-specific
authentication and encryption architecture. Management frames
have the same level of security and use the same mechanisms as
data frames. Wherever possible, the security mechanisms defined by
the Task Group 802.11w [18] will be utilized. Section 12.9 defines
management frame security among MPs. WLAN mesh management
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Figure 12.5 WLAN mesh security framework.
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frame protection is used for the following purposes in a WLAN mesh
network:

1. Forgery protection
2. Confidentiality protection
3. Compatibility with 802.11i key hierarchy
4. Incremental inclusion of new management frames
5. Protection only after key establishment
6. Fragmentation support for management frames

When considering security, the mesh management frames and 802.11
standard [1] management frames can be classified in two broad categor-
ies: (1) those sent before authentication and (2) those sent after authen-
tication.Themanagement framessentbeforeauthenticationarebeacon,
probe request/response, authentication request/response, and the
4-way handshake. When 802.1x EAP is used, the data frames used are
not protected at the link layer. The management frames sent and
received after authentication are beacon, reassociation request/
response,ATIM,disassociation, andmesh-specificmanagement frames.

12.10 QUALITY OF SERVICE IN WLAN MESH

QoS is an important element of a network and is mainly required for
mission-critical communication, such as voice, real-time data, and
video traffic. Over a multihop, contention-based network, providing
QoS guarantee is a big challenge. IEEE 802.11s draft standard informa-
tively includes mechanisms so that appropriate QoS can be provided
by a WLAN mesh backhaul network, thereby, supporting voice and
other QoS-dependent applications. IEEE 802.11e and enhanced dis-
tributed channel access (EDCA) as the basis for achieving QoS in a
WLAN mesh network are specified [1]. The Task Group is working
toward developing a set of recommendations to further optimize
EDCA and network allocation vector (NAV) settings for a WLAN
mesh. Beyond IEEE 802.11e-based QoS, there are two more areas
that focus on ensuring QoS in a WLAN mesh network [1]:

1. Backhaul and access traffic separation
2. Backhaul congestion control

12.10.1 Backhaul and Access Traffic Separation

Since an MP is only a logical entity, it is possible to physically collocate
it with an AP or implement it on a device that also acts as an
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application end point, i.e., in addition to participating in the mesh and
forwarding frames on behalf of other MPs, it also generates its own
application traffic. In both cases, one single device has to forward a
mixture of mesh traffic (with four-address frame formats) and BSS
traffic (with three-address frame formats). Handling of these two
different kinds of traffic within a single device can have a profound
impact on QoS availed to each traffic type. On any given MP, backhaul
traffic has traveled farther than any local BSS traffic. Hence, prioritiz-
ing backhaul traffic over local BSS traffic makes sense for reducing
latency of overall backhaul traffic. It is also possible that an aggressive
STA with heavy traffic backlog in the BSS can potentially starve the
neighboring MPs in the network.

Traffic prioritization may have different implications from the
point of view of fairness and the prioritization policies may depend
on the mesh network deployment scenario and the business model in
use. There are many implementation choices on how to best support
traffic prioritization within a single device, e.g., an MAP. One may
choose to employ multiple radios to separate the BSS traffic and mesh
forwarding traffic into different radios operating at different channels.
The draft standard does not specify any particular mechanism for
backhaul/BSS traffic separation. But it recommends that backhaul/
BSS traffic separation is considered whenever possible. When it is
not possible, interaction between the traffic types should be regulated
in order to provide QoS guarantee to all traffic streams in a WLAN
mesh network.

12.10.2 Congestion Control in WLAN Mesh

The original 802.11 MAC and all its recent enhancements (e.g., 802.11e
[10], 802.11i [11], 802.11k [16]) are designed primarily for single-hop
wireless networks. Multihop data forwarding is central to WLAN mesh
networks. Neither 802.11 DCF nor 802.11e EDCA provides any QoS
over a multihop WLAN network. Each MP contends for the channel
independently, without any regard for what is happening in the
upstream or downstream nodes. One of the consequences is that a
sender with backlogged traffic may rapidly inject many packets into
the network, which would result in local congestion of nodes down-
stream, thereby deteriorating QoS of downstream nodes. Local con-
gestion is defined as the condition when an intermediate MP receives
more packets than it can transmit in a predefined time window. The
result of local congestion is that the local buffer gets filled up quickly,
and eventually the buffer may become full and packets will have to be
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dropped from the buffer. The situation is exacerbated by the presence
of hidden and exposed nodes on the same channel causing extensive
back-off and retransmissions.

One of the recommendations is to use transport layer QoS in order
to achieve QoS over a multihop path. But most multimedia applica-
tions (video and voice) use user datagram protocol (UDP) transport,
which does not have any form of congestion control or QoS provi-
sioning. Congestion control for UDP may not be as critical in a wired
network as it is in a wireless network, because each individual hop in
the wired network is isolated from other hops. Research [19] shows
that TCP congestion control does not work well across a multihop
wireless network largely due to its susceptibility to high packet loss.
Hence, simply relying on TCP is not a viable solution either.

A simple hop-by-hop congestion control mechanism is described
to address the problem. This mechanism must be implemented at each
MP, and it includes three basic elements:

1. Local congestion monitoring
2. Congestion control signaling
3. Local rate control

The basic idea is that each MP will actively monitor its local channel
utilization condition so that it can detect local congestion when it
happens. Three new mesh action frames are defined for this pur-
pose:

1. Congestion control request
2. Congestion control response
3. Neighborhood congestion announcement

Upon receiving congestion control request from a downstream
MP, the upstream neighbors employ local rate control to help relieve
the congestion being experienced downstream, and upon receiving
neighborhood congestion announcement from a neighbor MP, the
neighbors employ local rate control to help relieve the congestion
being experienced in the neighborhood.

12.11 MANAGEMENT AND CONFIGURATION

WMNs were originally envisioned to be self-configuring, self-healing,
and self-monitoring networks. The need for management and config-
uration is reduced to a very minimum set as by the 802.11s draft
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standard. As far as management information bases (MIBs) and other
management entities are concerned, the draft has not specified these
yet. They are expected to be worked upon over the next several months.

12.12 IEEE 802.11S AND PRACTICAL
MESH NETWORKS

The participants of 802.11s are working toward developing a compre-
hensive and effective WLAN mesh standard in order to position and
popularize WLAN mesh much like they did with 802.11 WLANs. Most
consumer, commercial, enterprise, public safety, and tactical networks
and applications are able to build mesh networks by taking full advan-
tage of the 802.11s standard and using standardized products, solu-
tions, and technologies. The mechanisms specified [1] allow enabling
basic mesh services in a WLAN network by implementing the amend-
ments to IEEE 802.11 protocol and processing rules without changing
any part of the PHY. Most of these amendments are simple extensions
of existing 802.11 MAC such as power saving and beaconing. Routing,
forwarding, interworking, security, and QoS are the five areas where
the draft standard deviates significantly from 802.11 base standard.

Routing and forwarding enable forming multihop routes and
frames to be forwarded correctly within and in and out of a mesh
network. An efficient routing protocol is a fundamental building block
of a communication network, and 802.11s attempts to specify a suit-
able protocol based on earlier MANET work. Interworking is essential
when a mesh network must work and coexist with 802 other networks
such as Ethernet [20] or WiMAX [21]. Mesh security is essential to
ensure that data privacy and confidentiality is maintained while traffic
passes over each backhaul link and that the network cannot be
tempered with or compromised by adversaries. 802.11i standard is a
single-hop security solution, and if a network only deploys 802.11i,
traffic will be encrypted between STA and MAP, but not between MPs.
Mesh QoS is important to ensure that required QoS by various
applications is maintained as traffic flows through the backhaul.
802.11e standard is a single-hop QoS solution and has no provision
for ensuring QoS over backhaul links.

Some of the known limitations of 802.11s, which may or may not
be addressed by the Task Group include:

1. Mesh routing is layer-2 based, which is traditionally known for
not scaling all that well.

2. Hybrid mesh routing is new and innovative, which has not
gone through rigorous testing yet.
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3. Mesh forwarding does not have multicast optimizations.
4. Mesh networks may not work efficiently when multiple portals

are connected to a larger 802 LAN.
5. Mesh interworking with 802 other networks is not proven and

may be challenging to achieve.
6. Mesh security mechanisms may not support fast roaming,

handoffs, or route convergence as the backhaul links change
frequently and/or rapidly.

7. Mesh QoS mechanisms are not end-to-end between two points
in a network.

For building large WLAN mesh networks, 802.11s-based networks
may need to be augmented with 802.1 wired LANs appropriately.

12.13 CONCLUSION

This chapter presented the overview of standardization of the WLAN
mesh networks that is currently underway at the IEEE 802.11s Task
Group and how they are related to building practical WLAN mesh
networks. It started with providing the basic WLAN mesh networking
architectures and technologies that are available and those that are
emerging. The 802.11s Task Group created the basic scope and
requirement of the complete standard before starting the standardiza-
tion work. A number of industry and academic players came together
in order to create the baseline draft, which includes MAC layer proto-
cols and mechanisms necessary for positioning WLAN mesh networks
for a wide variety of applications and market needs. There are some
open issues that need to be solved either within the Task Group or by
collaborating with other 802.11 and 802 Task Groups. By working
closely with the entire IEEE standardization body, the 802.11s Task
Group is expected to complete the standard by the end of 2006 or
early 2007.
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Wireless mesh networking (WMN) is a promising architecture to
converge the future generation wireless networks with the dynamic
self-organization, self-configuration, and self-healing characteristics.
Due to the inherent flexibility, scalability, and reliability advantages
of WMN topology, the IEEE 802.16 has standardized the mesh net-
working mode. This chapter will comprehensively describe the mesh
mode operation procedures in the IEEE 802.16 WiMAX. In particular,
we present the standard activities in the IEEE 802.16, the physical layer
(PHY) basics, the frame format in point-to-multipoint (PMP) and mesh
modes, the entry process (or topology control), energy management
mechanism, quality of service (QoS), distributed/centralized schedul-
ing algorithm, and authentication and security management. This
chapter will be helpful in understanding the IEEE 802.16 WiMAX
mesh networking principle and will serve as guidance for the future
research issues in the related context.

13.1 INTRODUCTION

The IEEE 802.16 working group is originally organized to develop
standards and recommend practices to support the development
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and deployment of fixed broadband wireless access (BWA) [3,5–
7,9–11]. By adding the mobility capability, the IEEE 802.16 working
group targets at designing a high-speed, high-bandwidth, and high-
capacity standard for both fixed and mobile BWA [3,5,7,11]. The
alternative in Europe is the standard High Performance Radio
Metropolitan Area Network (HIPERMAN) created by the European
Telecommunications Standards Institute (ETSI). HIPERMAN is able to
provide the BWA in the 2–11 GHz bands. The equivalent standard in
Korea is the Wireless Broadband (WiBro). WiBro defines the speci-
fications in the licensed radio spectrum, offering the data throughput
of 30–50 Mbit/s and covering a service radius of 1–5 km for portable
Internet usage over the 2.3 GHz spectrum. In addition, WiBro is
designed to provide all IP services and offers QoS schemes to differ-
entiate the loss-sensitive data and real-time stream video multimedia
services.

Worldwide interoperability for microwave access (WiMAX) is a
certification mark for products that pass conformity and interoperabil-
ity tests for the IEEE 802.16 standards [4]. In the framework of WiMAX,
there are three standard candidates: IEEE 802.16, HIPERMAN, and
WiBro. To ensure the interoperability with the aim to reduce deploy-
ment cost, the WiMAX Forum is working on approaches that enable
802.16 and HIPERMAN interwork seamlessly; and requires that prod-
ucts developed by the WiMAX Forum members should pass the
certification process. Furthermore, WiBro and WiMAX have agreed
on the interoperability.

WMN refers to the network architecture where the nodes can
communicate with each other via multihop routing or forwarding [45].
It is characterized by dynamic self-organization, self-configuration,
and self-correction to enable flexible integration, quick deployment,
easy maintenance, low cost, high scalability, and reliable services, as
well as to enhance the network capacity, connectivity, and throughput.
Due to these inherent advantages, WMN is believed to be a highly
promising technology converging the future generation wireless
mobile networks.

Wireless Metropolitan Area Network (WMAN) provides broadband
wireless access system as an excellent alternative to cabled access
networks, such as fiber optic links, coaxial systems, and digital sub-
scriber line links. This system has advantages including low-cost
building and maintenances. As stated, the three variant standards
can operate seamlessly within the WiMAX framework. Hence, without
loss of generality, we focus on the IEEE 802.16 specifications and
applications.
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13.1.1 Standardization Activities

The first version IEEE 802.16.1 defined the PMP mode, and addressed
the line-of-sight (LOS) problem employing the Orthogonal Frequency
Division Multiplexing (OFDM) technique with the spectrum range
10–66 GHz and up to 134 Mbps data rate. Due to the characteristics
of this radio spectrum, the system is inapplicable in the non-line-
of-sight (NLOS) environments. This versionwas completed inDecember
2001 and can only be used in scenarios with fixed nodes. The next
temporary version 802.16.2 attempted to minimize the interference
between coexisting WMAN systems.

Owing to the attractive benefits of WMN, the subsequent version
IEEE 802.16a introduced and defined the key operation procedures
for the mesh networking mode. This version, approved in January
2003, supported the NLOS capability, operational in both licensed and
unlicensed spectrum ranging from 2 to 11 GHz. It can support the data
rate up to 75 Mbps and maximum range of 50 km. Mobility capability
was still absent in this version. All the aforementioned versions serving
the fixed BWA and their characteristics were incorporated into the
finalized standard 802.16d-2004.

In December 2005, the latest version IEEE 802.16e was approved
by adding the mobility capability, including the components support-
ing PMP and mesh modes, and seamless handover operation. It may
achieve data rate up to 15 Mpbs in 5 MHz channel bandwidth.

13.1.2 Point-to-Multipoint and Mesh Networking Modes

Figure 13.1 compares the PMP and mesh topologies. In PMP mode, a
Base Station (BS) performs the centric role to coordinate and relay all
communications. The Subscriber Station (SS) under the management
of the BS has to communicate with BS before transmitting data with
other SSs. This architecture is exactly similar to cellular networks.
Under certain situations, e.g., emergency or disaster scenarios, PMP
mode may not be suitable for timely and efficient deployment while
mesh mode serves as an excellent candidate for temporary network
construction. Unlike the PMP mode, there is no separate downlink
(DL) and uplink (UL) in the mesh mode. Every SS can directly com-
municate with its neighbors without the help of BS. In typical instal-
lation, one or several nodes play the role of BS to connect the mesh
network to the external backhaul link, e.g., Internet or telecommuni-
cation networks. Such nodes are called mesh BS while the other nodes
are called mesh SS.
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In this chapter, we will comprehensively describe the mesh net-
working mode in the IEEE 802.16 WiMAX and explain the fundamen-
tal operation mechanisms. Section 13.2 introduces the PHY
fundamentals. The WMAN-OFDM modulation scheme is deliberately
explained since this air interface is used in both PMP and mesh
networking modes. Following the PHY overview, the Medium Access
Control (MAC) layer overview is also provided. Subsequently, the
frame structure, energy management, and security management in
the PMP mode is presented. In Section 13.4, following the explanation
of the mesh frame structure and the functionalities of each subframe,
we elaborate the entry process of a new node before it is entitled to
transmit data in the mesh network. In addition, the scheduling algo-
rithms for determining the transmission opportunities of the control
messages and the data subframe are presented. In Section 13.5, a new
priority scheme is proposed to differentiate diverse QoS. Section 13.6
presents the simulation environment and illustrative examples to
demonstrate the achievable throughput in WiMAX mesh networks.
Finally, in Section 13.7, open issues are identified for further study due
either to unrealistic assumptions or to undefined specifications in the
latest standard.

13.2 PHYSICAL LAYER AND MAC LAYER OVERVIEW

IEEE 802.16 defines three different PHY specifications for PMP mode
in the 2–11 GHz frequency band. Each of these air interfaces is able to

BS: Base station

SS: Subscriber station

Mesh BS

Mesh SS

To backhaul
To backhaul

PMP mode Mesh mode

Figure 13.1 PMP mode and mesh mode.
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work together with the MAC layer to provide a reliable end-to-end
link.

& WMAN-SCa: a single carrier (SC) modulation technology
& WMAN-OFDM: a 256-carrier OFDM modulation, in which Time

Division Multiplex Access (TDMA) mechanism is utilized for
multiple access—this air interface is mandatory for license-
exempt bands

& WMAN-OFDMA: a 2048-carrier OFDM modulation, in which
multiple access is achieved by allocating a subset of the avail-
able carriers to an individual

Although these three candidates are designed for NLOS environments
and applied in the frequency band 2–11 GHz. The two OFDM-based
modulation schemes are more attractive for NLOS situations owing to
the implementation simplicity of the signal equalization. In addition,
compared to the 2048-based WMAN-OFDMA scheme, the 256-carrier-
based WMAN-OFDM needs less strict requirement for frequency
synchronization and fewer fast fourier transforms (FFTs). Therefore,
WMAN-OFDM is preferred and specified by the WiMAX forum. The
same PHY specification WMAN-OFDM with time division duplex
(TDD) mode is also defined for mesh mode in the 2–11 GHz fre-
quency band. Hence, WMAN-OFDM modulation is discussed in the
following sections.

13.2.1 OFDM Symbol

Figure 13.2 shows the OFDM symbol in the time domain and the
frequency domain. In Figure 13.2a, Tb denotes the useful symbol
time referred as the OFDM waveform time duration. A copy of the
last part Tg in the useful symbol time is termed cyclic prefix (CP). This
portion is used to combat multipath while maintaining the orthogon-
ality of the tones. The summation of CP and the useful symbol time is
referred as the symbol time Ts. Figure 13.2b shows the OFDM symbol
frequency description. An OFDM symbol is made up of subcarriers,
the number of which determines the FFT size NFFT. There are three
subcarrier types:

& Data carriers: for data transmission
& Pilot carriers: for various estimation purposes
& Null carriers: no transmission, for guard band and the DC

carrier
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The purpose of the guard bands is to enable the signal to naturally
decay and create the FFT ‘‘brick wall’’ shaping. The transmitted signal
during OFDM symbol is specified as

s(t) ¼ Re ej2pfct
X

Nused=2

k¼�Nused=2; k 6¼0

ck � ej2pkDf (t�Tg)

8

<

:

9

=

;

where Re{�}: the real part of a complex number; t: time; fc: carrier
frequency; Nused: number of used subcarriers, which is the sum-
mation of data and pilot carriers and equal to 200; ck: a complex
number specifying a point in a quadrature amplitude modulation
(QAM) constellation. This value represents the data to be transmitted
on the carrier whose frequency offset index is k; Df: carrier spacing,
which is equal to the ratio between the sampling frequency fs and
the number of FFT size NFFT (¼ 256), i.e., Df ¼ fs /NFFT; and
Tg: CP time.

Ts

TbTg

(a) OFDM symbol time structure

Data carriers DC carrier Pilot carriers

Guard band Guard band
Channel

(b) OFDM symbol frequency structure

Figure 13.2 (a) OFDM symbol time structure; (b) OFDM symbol frequency
structure.
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13.2.2 Adaptive Modulation and Coding

Wireless link has been known as one of the principle performance
bottlenecks due to the scarce wireless resources, and also because of
the remarkable performance degradation due to short-term multipath
fading, long-term shadowing, and Doppler and time-dispersive
effects. To improve the spectral efficiency, adaptive modulation and
coding (AMC) has been popularly employed to select appropriate
transmission mechanisms and parameters with the time-varying
channel conditions. The IEEE 802.16 standard also defines a variety
of combinations of AMC schemes to trade off the data rate and
robustness depending on the channel and interference situations.
Figure 13.3 summarizes the available combinations. For efficiently
employing the AMC property, one of the key issues is the link
adaptation algorithm [32].

13.2.3 MAC Layer Overview

MAC layer is comprised of three sublayers: service specific conver-
gence sublayer (SSCS), MAC common part sublayer (MAC CPS), and
privacy sublayer (PS). SSCS is defined as the interface to higher layers
and provides mapping function from the transport layer diverse traffic
to the flexible MAC. MAC CPS provides the core MAC function includ-
ing access control, collision resolution, control or data scheduling,
bandwidth request, and allocation. PS ensures the secure connection
establishment, provides network access authentication, and generates
key exchange and encryption for data privacy [21].

108 8563/414464QAM

7602/31449664QAM

5683/4967216QAM

3761/2964816QAM

2803/44836QPSK

1841/24824QPSK

Coding rateCoded
block size
[byte]

Uncoded
block size
[byte]

Modulation Information
bits/OFDM
symbol

Figure 13.3 Modulation and coding in IEEE 802.16.
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13.3 POINT-TO-MULTIPOINT MODE
IN IEEE 802.16 WIMAX

13.3.1 Frame Format

TheOFDMPHYofthesystemsupports the frame-based transmissionwith
the frame length 0.5 ms, 1 ms, or 2 ms. Figure 13.4 illustrates the frame
structurefor theOFDMphysical layeroperatinginTDDmode.Eachframe
consists of a DL subframe and an UL subframe. The Tx / Rx transition gap
(TTG)isusedtoseparate theDLandUPsubframesandallowstheterminal
to change operation from reception to transmission. Similarly, the Rx/Tx
transition gap (RTG) is used to separate the UL and DL subframes and
enables the turning around from transmission to reception.

The DL subframe only consists of one DL PHY packet data unit
(PDU) starting with a long preamble (2 OFDM symbols), which is used
for PHY synchronization. Frame control header (FCH) follows the
preamble and has the length 1 OFDM symbol. The FCH is modulated
by the most robust scheme Binary phase shift keying (BPSK) with
coding rate 1/2. The FCH is followed by one or multiple DL bursts.
The first DL burst #1 contains the broadcast MAC management
messages, i.e., DL-MAP, UL-MAP, as well as the DL and UL channel
descriptor (DCD and UCD, respectively). DL-MAP defines the access
strategy to the DL channel while UP-MAP specifies the access
scheme to the UL channel. DCD and UCD define the physical channel

Frame n − 1 Frame n Frame n + 1 Frame n + 2

DL subframe UL subframe

DL burst

#1 …

Long
Preamble Pad

Preamble FCH
DL burst

#2
DL burst

#d

TTG

UL burst

#1 …
Initial

ranging
BW

request
UL burst

#2
UL burst

#u

RTG

MAC
PDU …

MAC
PDU

MAC
PDU

MAC
header CRCPDU payload

6 byte 0-2041 byte 4 byte

Long
Preamble Pad

MAC
PDU …

MAC
PDU

MAC
PDUDL-MAP PadUL-MAP DCD UCD

DL: Downlink
UL: Uplink
TTG: Tx/Rx transition gap
RTG :Rx/Tx transition gap
FCH: Frame control header
BW: Bandwidth

DL-MAP: Downlink MAP
UL-MAP: Uplink MAP
DCD: DL channel descriptor
UCD: UL channel descriptor
PDU: Packet data unit
CRC: Cyclic redundancy check

Time

Figure 13.4 PMP frame format with TDD in IEEE 802.16.
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characteristics. Each of the other DL bursts starts with an optional
preamble to enhance the synchronization and channel estimation.
Following the preamble, a number of MAC PDUs are scheduled to
transmit in a DL burst. These MAC PDUs may be associated with
different service flow/connections or SSs; but all of these PDUs are
encoded and modulated using the same PHY mode. In either DL or UL
direction, the size of burst is an integer number of the OFDM symbol
length to exactly match the OFDM symbol and burst boundaries. To
form an integer number of OFDM symbols, unused bytes in the burst
payload might be padded by the bytes 0� FF.

The UL subframe consists of contention slots for initial ranging,
contention slots for bandwidth request, and one or multiple number
of UL PHY transmission bursts. The purpose of initial ranging is for the
SSs entry into the system including the functionalities power control,
frequency offset adjustment, time offset correction, and basic manage-
ment request. The bandwidth request interval is used for the SSs to
transmit the bandwidth request message. The UL burst structure is
similar to the DL burst.

13.3.2 Energy Management in PMP Mode

The amendment 802.16e [7] adds mobility component for WiMAX and
defines both physical and MAC layers for combined fixed and mobile
operations in licensed bands. Due to the promising mobility capability
in IEEE 802.16e, the mechanism in efficiently managing the limited
energy is becoming very significant since a Mobile Subscriber Station
(MSS) is generally powered by battery. For this, sleep mode operation
has been recently specified in the MAC protocol [7,16,34].

Figure 13.5 shows the wake mode and sleep mode of an MSS.
Before entering the sleep mode, the MSS sends a request message to
the BS for permission to transit into sleep mode. Upon receiving the
response message from the BS with parameters initial-sleep window
(Tmin), final-sleep window (Tmax), and listening window (L), the MSS
enters into sleep mode. After the sleep mode, the MSS transits to the
wake mode again. As a consequence, the MSS alternatively stays
in wake mode and sleep mode during its lifetime.

Now, we focus on the mechanism in the sleep mode. The duration
of the first sleep interval T1 is equal to the initial-sleep window Tmin.
After the first sleep interval, the MSS transits into listening state and
listens to the traffic indication message MOB-TRF-IND broadcasting
from BS. The message indicates whether there has been traffic addressed
to the MSS during its sleep interval. If MOB-TRF-IND indicates a negative
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indication, the MSS continues its sleep mode after the listening interval L.
Otherwise, the MSS returns to wake mode. We term the sleep interval
and its subsequent listening interval a cycle.

If the MSS continues its sleep mode, the next sleep window starts
from the end of the previous listening window; and it doubles the
preceding sleep interval. This process is repeated as long as the sleep
interval does not exceed the final-sleep window Tmax. When the MSS
reaches Tmax, it keeps the sleep interval as fixed Tmax. That is, the
duration of sleep interval in the nth cycle is given by

Tn ¼
Tmin, n ¼ 1
min (2n�1Tmin,Tmax), n > 1

�

(13:1)

In case there are frames addressed to a particular sleeping MSS, the
MSS exits the sleep mode in the next listening interval. In contrast, if
there are external operations, the sleep mode is terminated immedi-
ately. As a consequence, the instants in terminating sleep mode are
different for different traffics. We assume that the incoming and out-
going frames addressed to the MSS follow the Poisson processes with
rate lc and lg, respectively. Here, the outgoing frames can also be
understood as a process constructed by the external operations. Let
l¼ lcþlg be the total arrival rate to the MSS. Let Es and EL denote the
consumed energy units per unit time in the sleep interval and
the listening interval, respectively. Suppose Wn ¼

Pn
j¼1 (Tj þ L). The

consumed energy during a sleep mode is expressed as [16]

Energy ¼
X

1

n¼1

X

3

k¼1

En,k fn, k (13:2)
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Figure 13.5 Energy management scheme in IEEE 802.16.
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where

En,1¼
Wn�1 þ 1

lg

� �

(1� e�lgTn)� Tne�lgTn

1� e�lgTn
� (n� 1)L

2

4

3

5ES þ (n� 1)LEL

En,2 ¼
X

n

j¼1

TjES þ
Wn þ 1

lg

� �

(elgL � 1)� Le�lgL

elgL � 1
�
X

n

j¼1

Tj

2

4

3

5EL

En,3 ¼
X

n

j¼1

TjES þ nLEL

fn,1 ¼ e�(lgþlc)Wn�1 (1� e�lgTn)

fn,2 ¼ e�(lgþlc)Wn(elgL � 1)

fn,3 ¼ e�lgTn [1� e�lc(TnþL)]e�(lcþlg)Wn�1

Figure 13.6 shows the energy consumption in terms of different lg/lc

ratio with fixed l¼ 0.05. The comparison shows that the consumed
energy varies with the different frame directions. This is because, with
more outgoing frames (or external operations), the sleep mode is
terminated instantaneously by such frames with higher probability,
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Figure 13.6 Energy consumption (l¼ 0.05, ES¼ 1, EL ¼ 10, and L¼ 1).
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leading to shorter sleep mode duration and consequently less energy
consumption during sleep mode. This will eventually result in higher
energy consumption during the MSS’s lifetime.

13.3.3 Security Management in PMP Mode

The security mechanism in IEEE 802.16 is defined as a sublayer within
the MAC layer [33,38]. IEEE 802.16 standard defines the security mech-
anisms for both the PMP and the mesh modes. It consists of two main
components:

1. Encapsulation protocol for encrypting the packet data. It
defines a series of data encryption and authentication algo-
rithms, such as the Rivest, Shamir and Adleman (RSA) public
key encryption algorithm and the data encryption standard
(DES) algorithm, to encrypt the MAC PDU payloads etc. It
also gives the rules for applying those algorithms.

2. Privacy and key management (PKM) protocol for secure distri-
bution of keying data.

In the PMP mode, direct communications between SSs is not
allowed. Traffics only occur between the BS and the SSs. Thus the
BS is in charge of the authorization and authentication of SSs. When an
SS logs into a network, the BS has to authorize the connection so that
the SS can have a security association with the BS. Each SS has a
unique X.509 digital certificate issued by the manufacturer, which
includes the SS’s public key and MAC address. During the initial
authorization exchange, the SS sends an authentication information
(AI) message that contains its X.509 certificate to the BS. Then the SS
sends an authorization request message to the BS immediately after
the AI message to request an authorization key (AK). The BS will
verify the SS’s certificate. If it is valid, the BS generates an AK, encrypts
it with the SS’s public key using the RSA algorithm, and sends it back
to the SS in an authorization reply message. The SS can get the AK by
decrypting the encrypted AK using its public key. The authorization
reply message includes the following information: (1) an AK
encrypted with the SS’s public key; (2) a 4-bit sequence number
used to distinguish between successive generation of AKs; (3) a key
lifetime; and (4) the security association identities (SAIDs). After the
initial authorization, the SS has to periodically reauthorize with the BS
to refresh its AK because of the limited key lifetime. The procedure
of reauthorization is the same as authorization except that the AI
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message is not sent by the SS. Once the SS is authorized, it will enforce
additional security by initiating a separate traffic encryption key (TEK)
state machine for each SAID in the authorization reply message. TEK is
used for managing the keys to encrypt the actual data traffic. During
the TEK exchange, the SS sends a key request message to the BS first.
After receiving the request, the BS replies with a key reply message
that contains the TEK encrypted with a key encryption key (KEK)
derived from AK using 3-DES algorithm. The SS can get TEK using
KEK and all data traffic is encrypted with TEK. TEK also has a limited
lifetime and the SS should request and receive new TEK before the BS
expires the SS’s current TEK. The procedure of AK and TEK exchange
is shown in Figure 13.7. During the TEK exchange, to verify the hash
message authentication code (HMAC)-digest in UL and DL messages,
the UL authentication key HMAC-KEY-U and the DL authentication
key HMAC-KEY-D are derived from AK. For the UL key request
message, the SS calculates the HMAC-digest with the secure hash
algorithm SHA-1. The digest is then encrypted using HMAC-KEY-U
and sent to the BS with the message. BS authenticates the message
using HMAC-KEY-U. For the DL key replay message, the procedure is
the same except that the DL authentication key HMAC-KEY-D is used.

SS BS

Authorization information message (X. 509 certificate)

Authorization request message (X. 509 certificate etc.)

Authorization reply message

Key request message

Key reply message

Encrypt the service flow using TEK

Reauthorization request message

Key request message for new TEK

Receive AK

Generate AK
(RSA algorithm 
using SS's public key)

Receive TEK

Generate TEK
(3-DES algorithm using KEK)

Figure 13.7 AK and TEK exchange procedure.
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13.4 MESH MODE IN IEEE 802.16 WIMAX

In the mesh mode, traffic can be routed through other SSs and can
occur directly between SSs without being routed through mesh BS.
Mesh mode defines the direct communication between SSs in the MAC
layer and allows to set up multihop communications. Here, the setup
can be achieved using two scheduling schemes: centralized schedul-
ing and distributed scheduling.

13.4.1 Frame Format

Figure 13.8 shows the frame format in the mesh mode. A frame consists
of a control subframe and a data subframe. The length of the control
subframe is fixed as MSH-CTRL-LEN� 7 OFDM symbols, where the
parameter MSH-CTRL-LEN has 4 bits (i.e., value ranges between 0
and 15) and is advertised in the structure Network Descriptor IE
(information element). The data subframe is divided into minislots.

Frame n − 1

Frame n − 1

Frame n

Frame n

Frame n + 1

Frame n + 1

Frame n + 2

Frame n + 2

Network control subframe Data subframe

Network entry Network configuration Network configuration…

Long preamble MSH-NENT Guard symbol Long preamble MSH-NCFG Guard symbol

Schedule control subframe Data subframe

Central schedule Central schedule Distributed schedule…

Long preamble MSH-CSCF/CSCH Guard symbol Long preamble MSH-DSCH Guard symbol

(a) Frame n has a network control subframe

(b) Frame n has a schedule control subframe

Figure 13.8 Frame structure in the mesh mode in IEEE 802.16.
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Figure 13.8 illustrates two control subframes: network control
subframe in case (a) and schedule control subframe in case (b).
The network control subframe occurs periodically, with the period
indicated in the Network Descriptor IE. The schedule control sub-
frame occurs in all other frames without network control subframe. In
particular, the field scheduling frame in the Network Descriptor IE
defines the number of frames having a schedule control subframe
between two frames with network control subframe in multiples of 4
frames. For example, if scheduling frame¼ 4, after a certain number of
frames with network control subframe, the following 4� 4 frames
have schedule control subframe, followed by the next frame with
network control subframe.

The network control subframe is defined primarily for new nodes
gaining synchronization and joining a mesh network. The first trans-
mission opportunity is the network entry component carrying the
information of mesh network entry message MSH-NENT. This part is
reserved for new nodes that expect to enter the mesh network system.
The remaining (MSH-CTRL-LEN-1) transmission opportunities are the
network configuration components carrying the information of mesh
network configuration message MSH-NCFG. The portion for network
configuration is defined to broadcast network configuration infor-
mation to all nodes. The length of each transmission opportunity
accounts for 7 OFDM symbols. Hence, the length of the trans-
mission opportunities carrying MSH-NENT and MSH-NCFG is equal
to 7 OFDM symbols and (MSH-CTRL-LEN-1)� 7 OFDM symbols,
respectively.

The schedule control subframe is defined for centralized or dis-
tributed scheduling of the sharing nodes in a common medium,
indicating that in Network Descriptor IE there are MSH-DSCH-NUM
number of mesh distributed scheduling messages MSH-DSCH. This
suggests that the first (MSH-CTRL-LEN-MSH-DSCH-NUM)� 7 OFDM
symbols are allocated for transmitting the mesh centralized scheduling
messages MSH-CSCH and mesh centralized configuration message
MSH-CSCF.

The data subframe serves the PHY transmission bursts, which start
with a long preamble (2 OFDM symbols) serving for synchronization,
immediately followed by several MAC PDUs. Each MAC PDU com-
prises a 6-byte MAC header, a 2-byte mesh subheader with node ID, a
variable length MAC payload (0-2039 bytes), and a 4-byte optional
cyclic redundancy check (CRC). Consequently, the length of a MAC
PDU varies between 12 and 2051 bytes.
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13.4.2 Entry Process

The entry process defines the procedure for a new node joining and
synchronizing the mesh network before starting normal data transmis-
sion. The entry process is the pivotal procedure for mesh network
topology formulation and might be viewed as a variant of topology
control.

Figure 13.9 shows the scenario when a new node A expects to join
the mesh network. Nodes B, C, and D are regular active nodes in the
mesh network and also the neighbor nodes from the new node A.
Here, a neighbor node is defined as a node that is exactly one hop
away from the particular node. The set of all neighbor nodes is called
a neighborhood. In addition, the set of all neighbors of a neighbor-
hood is called the two-hop extended neighborhood. Figure 13.10
shows the six-phase entry process for a new node.

A

B

C
D

New node

Authorization node Registration nodeMesh network

One-hop area of
the new node

Sponsor node

Figure 13.9 An example for a new node’s entry process. New node: the node
that joins the mesh network; sponsor node: a neighboring node that relays both
control and data transmissions to and from the new node/base station; authen-
tication node: the node that performs the authorization in a mesh network;
registration node: the node that performs the registration in a mesh network.
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13.4.2.1 Synchronization and Opening Sponsor Channel
MSH-NCFG message is used for advertising the basic network config-
uration of a mesh network. MSH-NENT message is defined for helping
new nodes to synchronize and join the mesh network. Every active
node within the mesh network periodically advertises MSH-NCFG
message with the Network Descriptor IE to inform the neighborhood
of the basic network configuration.

On a new node, initialization or signal loss, it performs scanning
and searches for the message MSH-NCFG Network Descriptor to
acquire coarse synchronization with the mesh network. Specifically,
if the node has storage of the last operational parameters, it will first
try to gain coarse synchronization with the network utilizing the saved
information. If such information is unavailable, the node will continu-
ously scan every possible channel of the frequency band until it finds
a valid network.

After the coarse synchronization, the new node is able to build the
physical neighbor list with each record including the information of
nearby nodes to facilitate future communication, e.g., 48-bit MAC

New node Sponsor node Authorization node

MSH-NENT:NetEntryrequest

MSH-NCFG:NetEntryopen

REG-REQ

PKM-REQ:Auth info

Registration node

1

3

4

REG-REQ

REG-RSP (with unique node ID)

SBC-REQ
SBC-RSP2

MSH-NENT:NetEntryClose

MSH-NENT:NetEntryAck6

MSH-NCFG:Network descriptor

MSH-NCFG:NetEntryAck

PKM-REQ:Auth info
PKM-REQ:Auth request PKM-REQ:Auth request

PKM-RSP:Auth reply
PKM-RSP:Auth reply

5

1) Establish IP connectivity using DHCP;
2)
3)

REG-RSP (with unique node ID)

Establish time of day using IETF FRC 868;
Transfer operational parameters and configuration file using TFTP.

Figure 13.10 Entry process for a new node.
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address, hop count, 16-bit node ID, XmtHoldoffTime, and NextXmt-
Time. From the established physical neighbor list, the new node
selects a sponsor node having the best signal quality metrics, i.e.,
received signal strength indicator (RSSI) and carrier-to-interference-
and-noise-ratio (CINR). Then, the new node synchronizes its time to
the chosen sponsor node with zero propagation delay assumption;
and sends out a MSH-NENT:NetEntryRequest message (a MSH-NENT
message with type¼ 0� 02) to the sponsor node.

Upon receiving this entry request message, the sponsor node will
evaluate the request and decide to open or reject a sponsor channel for
the new node. If the sponsor node finds the invalid operator authenti-
cation value, excess propagation delay, or incapability to support more
new nodes, it will reject the entry request and respond with MSH-
NCFG:NetEntryReject (a MSH-NCFG message with type¼ 0� 03). If
the sponsor node accepts the request, it will send out MSH-NCFG:Net-
EntryOpen message (a MSH-NCFG message with type¼ 0� 02) to the
new node with the updated field estimated propagation delay and also
open a sponsor channel for the communication between the two
nodes. On the basis of the refreshed estimated delay, the new node is
able to perform fine time synchronization and additionally corrects its
transmission time. Then, the new node acknowledges the acceptance
by replying MSH-NENT:NetEntry Ack (a MSH-NENT message with
type¼ 0� 01).

Now, thenewnode isable tonegotiate thebasiccapability, authorize
its validation, register its presence, and additionally obtain the network
setting through the communication with the bridge-like sponsor node.

13.4.2.2 Basic Capabilities Negotiation
This phase is defined to negotiate the basic capabilities between the
two nodes through the message pair SS basic capability request (SBC-
REQ) and SS basic capability response (SBC-RSP). The new node
sends the SBC-REQ message to the sponsor node to request the
supporting capability of physical parameters and bandwidth alloca-
tion. Upon the reception, the sponsor node replies to the response
SBC-RSP, indicating the available or unavailable capability.

13.4.2.3 Node Authorization
This step defines the procedure for the mesh network to verify the
new node validness before using the network resources and transmit-
ting data. The new node performs the authorization via the sponsor
node. The new node first sends the PKM request (PKM-REQ) message
with authentication information PKM-REQ: Auth Info. Subsequently, it
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sends PKM-REQ message with authorization request PKM-REQ: Auth
Request to the sponsor node, with the fields indicating X.509 certifi-
cate and supporting cryptographic algorithms. The sponsor node
tunnels the received messages over UDP/IP to the authentication
node. In response to the authorization request, the authentication
node validates the requesting new node’s identity, determines the
encryption algorithms and authentication key, and sends back the
PKM response message with authorization reply PKM-RSP: Auth
Reply to the sponsor node. Then, the sponsor node detunnels the
authentication reply message to the new node.

13.4.2.4 Node Registration
If the new node is successfully verified by the mesh network, it is entitled
to use the network resources and to transmit data packets. However,
before such operations, the new node needs to perform registra-
tion to obtain a unique node ID. To achieve this, it sends the registration
request message REG-REQ to the sponsor node. Following the message
tunnel process over UDP/IP, the sponsor node propagates the message
to the registration node, which returns the registration response REG-
RSP with the generated unique node ID. Upon receipt of the response,
the sponsor node forwards the message to the new node.

13.4.2.5 Supplementary Information Acquirement
To perform higher layer operation, the new node needs an IP address,
synchronized time, and network configuration parameters. The new
node acquires an IP address using dynamic host configuration proto-
col (DHCP) [1], retrieves the time using the time protocol defined in
IETF RFC 868 [1], and then downloads a parameter file using the trivial
file transfer protocol (TFTP) defined in IETF RFC 1350 [1]. This con-
figuration file includes IP addresses of authentication node and regis-
tration node. This address information is very important for this new
node because, after the successful entry process, the new node
becomes an active node in the mesh network. Consequently, it may
be chosen as a potential sponsor node by other new nodes that want
to join the mesh network. In such a case, the new node should be
aware of the authorization node and registration node addresses and
thus be able to tunnel/detunnel authentication requests and registra-
tion requests for other new nodes.

13.4.2.6 Entry Process Termination
When all the above procedures are successful, the new node ter-
minates the entry process by sending a MSH-NENT:NetEntryClose
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message (a MSH-NENT message with type¼ 0� 03) to the sponsor
node, which will acknowledge the termination by replying MSH-
NENT:NetEntryAck. After this, the new node becomes a potential
sponsor node and can accept the MSH-NENT:NetEntryRequest mes-
sage to help other new nodes enter the mesh network.

13.4.3 Scheduling MSH-NENT in Control Subframe

In the mesh mode, transmission opportunities in the control subframe
and minislots in the data subframe are separated. Each node competes
the control channel access. The contention consequence in the control
subframe does not have effect on the data transmission during the data
subframe of the same frame. There are two different messages in the
control subframes: MSH-NENT and MSH-NCFG. Accordingly, there are
two scheduling algorithms defined for these two messages. In this
section, we will elaborate the scheduling algorithm for the MSH-
NENT message, and in Section 13.4.4, the MSH-NCFG scheduling.

The scheduling algorithm to transmit MSH-NENT message defines
the mechanism for a non-fully functional new node to communicate
with the fully functional nodes of the mesh network. In particular, a
new node sends the network entry message MSH-NENT in the net-
work entry transmission opportunity following two steps:

& Step 1: On hearing a MSH-NCFG message from the tar-
geted sponsor node with the sponsored MAC address
0� 000000000000, the new node will send the MSH-NENT:
NetEntryRequest message in the immediate following MSH-
NENT transmission opportunity. This random-access, conten-
tion-based situation may cause collision if there are two or
more new nodes competing for the same slot.

& Step 2: On hearing a MSH-NCFG message from the targeted
sponsor node with the field netentry MAC address equal to the
new node’s MAC address, the new node will send the MSH-
NENT:NetEntryRequest message in the immediate following
MSH-NENT transmission opportunity after the received MSH-
NCFG message.

13.4.4 Scheduling MSH-NCFG in Control Subframe

Distributed election scheduling is defined to determine the next trans-
mission time NextXmtTime of a node’s MSH-NCFG during its current
transmission time XmtTime.
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There are two fields NextXmtMx and XmtHoldoffExponent in
MSH-NCFG to determine the next eligibility interval. Here, the eligi-
bility interval refers to the duration in which the node can transmit in
any slot and is given by

2XmtHoldoffExponent � NextXmtMx < NextXmtTime

<2XmtHoldoffExponent � (NextXmtMxþ 1) (13:3)

The length of the eligibility interval is equal to the difference between
the upper bound and the lower bound, i.e., 2XmtHoldoffExponent. After
the eligibility interval, the node has to wait for a holdoff time XmtHol-
doffTime before a new transmission with

XmtHoldoffTime ¼ 2XmtHoldoffExponentþ4 (13:4)

For example, if NextXmtMx¼ 2 and XmtHoldoffExponent¼ 4, the
node is eligible for the next MSH-NCFG transmission between the
33th and 48th transmission opportunity. After the eligibility interval
of 16 transmission opportunities, the node waits for 256 transmission
opportunities before the next transmission.

The node chooses the temporary transmission opportunity
TempXmtTime equal to the first transmission slot after the holdoff
time XmtHoldoffTime. Then, the node determines the set of all eli-
gible nodes competing for this slot TempXmtTime. The set of eligible
competing nodes includes all nodes in the extended neighborhood
satisfying any of the following properties:

& NextXmtTime includes TempXmtTime
& NextXmtTime is unknown
& EarliestSubsequentXmtTime occurs no later than the TempXmt-

Time, where

EarliestSubsequentXmtTime

¼ NextXmtTimeþ XmtHoldoffTime

¼ NextXmtTimeþ 2XmtHoldoffExponentþ4 (13:5)

After building the set for the specific node, a pseudorandom mixing
function will calculate a pseudorandom MIX value for each node. If the
specific node generates the biggest MIX value, it wins the competition
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and the next transmission time NextXmtTime is set as TempXmtTime.
Then, the node broadcasts to the neighbors in the MSH-NCFG mes-
sage. Otherwise, the specific node fails competing in this slot. The
node sets the TempXmtTime as the next transmission slot and repeats
the competing procedures until it wins.

The design of the distributed election scheduling algorithm has
taken into account distribution, fairness, and robustness. In terms of
distributed algorithm, this protocol requires no centralized control on
coordinating the transmission opportunity allocation. Fairness refers
to the strategy that the algorithm treats all nodes equally in competing
for the transmission opportunities. In the sense of robustness, the seed
in the pseudorandom algorithm varies in each frame and this mech-
anism is able to resolve the persisting collision.

13.4.5 Scheduling Data Subframe

The IEEE 802.16 mesh mode has defined three different scheduling
schemes to manage the minislots in the data subframe, i.e., centralized
scheduling, uncoordinated distributed scheduling, and coordinated
distributed scheduling.

13.4.5.1 Centralized Scheduling
In centralized scheduling, there is a mesh node, named the mesh BS,
to coordinate the data subframe scheduling, resource allocation, and
grant for other nodes in the mesh network. The MSH-CSCH and MSH-
CSCF play the most important roles in determining the scheduling.
Each SS estimates traffic demands by itself and also its children. Then,
the SS sends the MSH-CSCH: Request message to its parent. After
receiving the resource request, the parent summarizes the total
resource requirement by itself and its children, and then sends the
MSH-CSCH: Request message to its own parent. This process is
repeated until the MSH-CSCH reaches the mesh BS.

In response, the mesh BS determines the amount of granted
resources for each link and broadcasts the message MSH-CSCH:
Grant to all its neighbors. All the intermediate nodes forward the
MSH-CSCH: Grant message to their own neighbors.

13.4.5.2 Uncoordinated Distributed Scheduling
Uncoordinated distributed scheduling serves the temporary commu-
nication between two nodes. The algorithm is based on a three-
way-handshake mechanism (Figure 13.11).
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In uncoordinateddistributed scheduling,meshdistributed schedule
(MSH-DSCH)message,which transmits in thedata subframe, is themost
important message in the scheduling process. An MSH-DSCH message
carries the following fields: (1) availabilities IE, indicating the starting
frame number, the starting minislot within the frame, and the number of
available minislots for the granter to assign; (2) Scheduling IE, showing
the next MSH-DSCH transmission time NextXmtTime, and XmtHoldof-
fExponent of the node as well as of its neighbor nodes (note that
scheduling IE is useful in the coordinated distributed scheduling dis-
cussed in Section 13.4.5.3); (3) Request IE, having the resource demand
of the node; (4) grants IE, conveying the granted starting frame number,
the granted starting minislot within the frame, and the granted minislots
range. Every node sends its available channel resource table to neigh-
bor nodes using MSH-DSCH messages. Hence, each node has the
knowledge of idle slots throughout its extended neighborhood. The
requester randomly selects an idle slot during data subframe, and sends
out the MSH-DSCH: Request message to acquire resource. In case of
collision in the random-access, the node performs the random back-off
algorithm and then sends out the MSH-DSCH: Request again.

On receiving the MSH-DSCH: Request message, the granter evalu-
ates the request through a slot allocation algorithm. If the algorithm
returns successfully, the granter replies with the bandwidth grant
message MSH-DSCH: Grant to the requester carrying the updated
Grants IE. All neighbor nodes of the granter are able to hear the
broadcasted MSH-DSCH: Grant and are aware of the reserved minislots.

Requester

MSH-DSCH:Request

MSH-DSCH:Grant confirmation

MSH-DSCH:Grant

(Direction = 1)

(Direction = 0)

Granter

Figure 13.11 Three-way-handshake process.
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In confirmation, the requester copies the grant information and
acknowledges the resource grant by sending back the MSH-DSCH:
Grant Confirmation message to the granter. Then, all neighbor nodes
of the requester are able to hear the broadcasted MSH-DSCH: Grant
Confirmation and are aware of the reserved minislots. Following this,
all neighbor nodes of the requester and the granter are informed
about the transmission between the two nodes.

Even the latest version, IEEE 802.16e, has not defined a specific
slot allocation algorithm. This provides implementation flexibility with
respect to diverse requirements under different scenarios. However,
the algorithm’s absence also gives rise to significant research challenge
to accommodate diverse traffic demands and to achieve QoS.

13.4.5.3 Coordinated Distributed Scheduling
Similar to uncoordinated distributed scheduling, MSH-DSCH message
plays a significant role in the whole scheduling process. Unlike the
MSH-DSCH message taking place in data subframe in uncoordinated
distributed scheduling, the MSH-DSCH in coordinated distributed
scheduling occurs in control subframe.

The transmission opportunity of MSH-DSCH in coordinated dis-
tributed scheduling follows a similar distributed election algorithm as
in Section 13.4.4. That is, the distributed election scheduling algorithm
is applied to determine the next transmission time NextXmtTime of
the message MSH-DSCH in coordinated distributed scheduling. After
determining the transmission time of MSH-DSCH, the node employs
the three-way-handshake process (Figure 13.11) to build the commu-
nication link with a neighbor node. When the link is constructed
successfully, the two nodes can transmit data in the reserved minislots.
Similarly, the slot allocation algorithm has not been defined in coord-
inated distributed scheduling.

13.4.6 Security Management in Mesh Mode

In the mesh mode, the SSs can communicate with each other without
the help of BS. Traffic can be routed through other SSs or occurs directly
between SSs. Thus the security mechanism for the PMP mode in
Section 13.3.3 has to be modified to accommodate this change, mainly
in the TEK exchange. In the mesh mode, once a node is authorized, for
each neighbor, it starts a separate TEK state machine for each SAID
identified in the authorization reply message and maintains these TEK
state machines. The TEK state machines send key request messages to
the node’s neighbors periodically to refresh the TEK for each SAID.
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After receiving the key request message, a neighbor sends back a key
reply message to the node that contains new TEK encrypted using the
node’s public key. The TEK is used to encrypt the data traffic between
the node and its neighbor. At all times, for each neighbor, the node
maintains two active sets of TEKs per SAID. The two generations of
TEKs have overlapped lifetimes for seamless key transition. For the
mesh mode, a new attribute, operator-shared secret, is added to
the authorization reply. It is known to all nodes in the network. Each
node maintains two active operator-shared secrets. During the TEK
exchange with its neighbors, a node uses the operator-shared secret
to calculate the HMAC-digest for the key request and key reply mes-
sages. The HMAC-digest is encrypted with a key HMAC-KEY-S derived
from the operator-shared secret for authentication purpose.

13.5 QOS SCHEME FOR WIMAX MESH MODE

In the mesh mode, the transmission opportunities in the control sub
frame and the minislots in the data subframe are separated. Each node
competes the control channel access. The contention consequence in
the control subframe does not affect the data transmission during the
data subframe of the same frame. Hence, the contention process in the
control subframe is elaborated for deriving the performance metrics.

In the distributed scheduling, MSH-DSCH message plays a signifi-
cant role in the whole scheduling process. An MSH-DSCH message
carries the field Scheduling IE showing the next MSH-DSCH transmis-
sion time NextXmtTime, and XmtHoldoffExponent of the node and of
its neighbor nodes. As stated, the distributed election scheduling in
Section 13.4.4 is followed to determine the next transmission time
NextXmtTime of a node’s MSH-DSCH during its current transmission
time XmtTime.

For different types of services, the MSH-DSCH transmission inter-
val between its current transmission time and the next transmission
time should be different. For instance, real-time voice-over IP
(VOIP) should experience a short transmission interval whereas
non-real-time e-mail service can tolerate a long transmission delay.
In IEEE 802.16 PMP mode, the standard defines four connection-based
QoS classes: unsolicited grant service (UGS), real-time polling service
(rtPS), non-real-time polling service (nrtPS), and best effort (BE).
Comparatively, for the mesh mode, no similar terms or priority
schemes have been defined. In this section, we propose a simple
but effective scheme to prioritize various kinds of traffic as well as
enable the QoS differentiation.
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Firstly, the eligibility interval and its length in Equation 13.3 are
generalized. For the sake of presentation, we denote x¼XmtHoldoff-
Exponent as the transmission holdoff exponent. The original base
value 2 is generalized into a real number a in determining the eligi-
bility interval and the length of this interval. That is, the eligible next
transmission time NextXmtTime becomes

ax � NextXmtMx < NextXmtTime � ax � (NextXmtMxþ 1) (13:6)

where the upper and lower bounds should be rounded to the nearest
integer. The node can transmit in any slot during the eligibility inter-
val. As a consequence, the length of the eligibility interval V is given
by the difference between the lower bound and the upper bound.

V ¼ ax (13:7)

Secondly, we introduce another real number holdoff base value b and
holdoff exponent y to determine transmission holdoff time XmtHol-
doffTime H. Then, H is given as

H ¼ byþ 4 (13:8)

In Equation 13.3 and Equation 13.4, the base value is a constant
integer 2 and the exponent XmtHoldoffExponent is same and fixed.
In our scheme, the real number base value a may be different from b;
and the exponent x may be unequal to y.

For a different node in a mesh network, the set of parameters
P¼ (a, x, b, y) is different to differentiate the services. Suppose
there are N nodes in the mesh network. Let N represent the set of all
nodes. For a particular node k (k 2 N ), the set of parameters is
denoted as Pk¼ (ak, xk, bk, yk).

Let Sk denote the number of slots in which the node fails during the
distributed election scheduling before it wins. Denote tk as the inter-
val between two consecutive MSH-DSCH transmission opportunities.
Then, tk is the summation of the holdoff transmission time Hk and Sk.

E(tk) ¼ Hk þ E(Sk)

¼ (bk)
ykþ4 þ E(Sk) (13:9)

where E(X ) represents the expected value of a nonnegative random
variable. The collocated scenario, i.e., all nodes are one-hop neigh-
bors of each other, is considered to indicate the effectiveness of the
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proposed QoS scheme. Following a similar technique in [13], the
expected value of Sk is given by

E(Sk) ¼
X

j2N�{k}

(aj)
xj þ E(Sk)

(bj)
yj þ 4 þ E(Sj)

� 1Hj $ Hk
þ 1Hj <Xk

" #

þ 1; k 2 N

(13:10)

where the indicator function 1x¼ 1 in case the event X is true, other-
wise zero. Since each E(Sk ) is related to the other E(Sj); ( j 2 N ), a fixed
point algorithm should be employed [46]. Substituting Equation 13.10
into Equation 13.9, we are able to compute the expected transmission
interval of MSH-DSCH messages for any k 2 N

E(tk) ¼ (bk)
ykþ 4 þ

X

j2N�{k}

(aj)
xj þ E(Sk)

(bj)
yj þ 4 þ E(Sj)

� 1Hj $ Hk
þ 1Hj <Hk

" #

þ 1

(13:11)

For demonstration, all N nodes are equally partitioned into three
priority classes. The proposed model is very flexible for designing
various priorities. Accordingly, we denote (a(i), x(i), b(i), y(i) ); (i¼ 1, 2,
3) as the set of parameters for class-i priority. Each node exclusively
belongs to one or the other priority class. The following parameters
are used for the three priority classes: [a(1), a(2), a(3) ]¼ [1.7, 2, 2.3], [ b(1),
b(2), b(3) ]¼ [1.7, 2, 2.3], [x(1), x(2), x(3) ]¼ [2, 2, 2], [y(1), y(2), y(3) ]¼ [1, 2, 2].
Figure 13.12 shows that class 1 has the smallest delay and class 3 has the
largest delay, which implies the effectiveness of the QoS differentiation
and prioritization. One application is to use class 1 for real-time applica-
tions with strict delay constraint (e.g., VoIP), class 2 for applications with
flexible delay (e.g., hyper text transfer protocol (HTTP), and class 3 for
best-effort applications (e.g., e-mail). The comparison indicates that the
proposed scheme is very effective in the scenarios when the number of
nodes is either small or large.

13.6 THROUGHPUT AND DELAY IN WIMAX
MESH NETWORKING

This section discusses design and implementation issues of WiMAX
mesh stack on QualNET simulator to provide the necessary founda-
tion for developers and researchers to understand the finer details of
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what is required for the design and development of a basic WiMAX
mesh MAC framework. They will then be able to adapt it to their
research needs and requirements. With the WiMAX mesh MAC simu-
lator, one can propose a new algorithm and verify it by using the
simulator. Only the WiMAX Mesh MAC layer design is catered for. For
evaluation purpose, any PHYof IEEE 802.11 can be used. Subsequent
sections will cover the following topics: (a) design of WiMAX simu-
lator framework and supported features; (b) performance evaluation
of WiMAX mesh.

13.6.1 WiMAX Simulator

Figure 13.13 illustrates the protocol structure of the WiMAX mesh
MAC protocol stack. One of the functionalities of the mesh network
entry protocol component is selection of sponsor node, which will
involve communication exchange of unicast MSH-NENT from the
new entry node and broadcast MSH-NCFG control messages from
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Figure 13.12 E(t) in terms of the number of nodes N.
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the sponsor node. In the design, the network entry process has
been simplified, whereby the joining node will only perform the
selection of sponsor node upon entry to the mesh network. In the
simulation framework, the role of the sponsor node is not being
utilized for data routing, as all route setup processes are being
handled by the network layer ad hoc routing protocol. Once a
node has registered successfully with its sponsor node, the node
will start to transmit its MSH-DSCH and MSH-NCFG messages using
the mesh election algorithm to schedule the channel access for the
control messages.

The WiMAX mesh protocol MAC stack is designed for multihop
mesh environment using the coordinated distributed scheduling

Network
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Ad hoc
routing
protocol

Mesh network entry
protocol

Mesh network
entry packet
scheduler

Random
back-off
algorithm

Mesh election
algorithm

Physical model

Physical
layer

WiMAX
MAC
layer

Mesh network
configuration

packet
scheduler

Coordinated
distributed
scheduler

ARQ

Mesh data scheduling
protocol

Figure 13.13 WiMAX mesh simulator protocol structure.
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mechanism. In this mechanism, data transmissions are scheduled in a
manner that does not rely on the operation of a BS. Coordinated
distributed scheduling employs a three-way-handshaking procedure
(REQUEST/GRANT/CONFIRM) to set up a connection with its neigh-
bor. Distributed scheduling mechanism utilizes the distributed
election scheduling algorithm to compete for channel access for the
transmission of its control messages. Because other nodes may also
transmit in the selected time slot in the control channel, each node will
use the standard-defined mesh election algorithm to compute whether
it can win the time slot or not.

As a means of increasing the robustness of MAC layer, automatic
request retransmission (ARQ) is another supported feature. With ARQ,
the WiMAX mesh MAC layer will perform retransmission from the MAC
layer when acknowledgment fails to be received from the receiver
within a certain configurable time period. To enable route setup
between mesh entities (i.e., SS to SS) that are located multiple hops
away, ad hoc routing protocol is utilized at the networking layer. For
the framework’s routing component, AODV ad hoc routing protocol,
which is readily available on QualNET, is used. The network topology
currently supported by the protocol stack is of mesh client architec-
ture, with single-radio interface for each node.

13.6.2 Performance Evaluation

The WiMAX mesh architecture utilized is of mesh client type and the
network topology consists of multiple static nodes positioned in a
string configuration Figure 13.14. The positioning of the node is

SS1

SS3

SS5

SS6

SS2

SS4

Figure 13.14 Simulation topology.
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such that each node is only within the radio range of its adjacent
nodes. Thus, SS1 can only hear SS2, whereas SS2 can hear both SS1
and SS3. In such a scenario, for SS1 to communicate with SS6, SS1 will
have to utilize SS2, SS3, SS4, and SS5 as intermediate nodes. In the
simulation conducted, route setup will be done automatically at the
network layer, using the AODV ad hoc routing protocol. For perform-
ance evaluation, constant bit rate (CBR) traffic flow is used and the
evaluation metrics selected are throughput and delay. Simulations
were conducted using the WiMAX system parameter settings as
shown in Table 13.1. The parameters of the CBR flow are shown in
Table 13.2.

The results obtained from the simulation evaluation for single-flow
transmission over various hops, for both throughput and delay, using
two different holdoffExponent settings, are as shown in Figure 13.15
and Figure 13.16 respectively. On the basis of these results, by chan-
ging the value of the holdoffExponent, the performance of the system

Table 13.1 Simulation System Setting

Parameter Setting

WiMAX frame duration 10 ms

Number of slots per frame 250

Number of control slots per frame 36

Number of data slots per frame 214

MSH-NCFG holdoffExponent Variable

MSH-DSCH holdoffExponent Variable

Data scheduling mechanism Coordinated distributed scheduling

WiMAX MAC ARQ Yes

Ad hoc routing protocol type AODV

Physical mode type 802.11a

Physical data rate 24 Mbps

Table 13.2 CBR Parameters

Parameter Setting

Source node SS1

Destination node SS2, SS3, SS4, SS5, SS6

Number of packets 500

Packet size 2000 bytes

Interval 10 ms
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would be affected. Smaller holdoffExponent will result in smaller
holdoff time for in-between transmission of scheduling messages.
Thus, in a lightly loaded network, this will be beneficial as the
connection setup time will be shortened, resulting in shorter delay
and higher throughput.

Apart from affecting the CBR data throughput, this parameter will
also affect the operation of the ad hoc routing layer that will perform
the dynamic route setup process in the simulation. Extended holdoff
period will result in the routing discovery mechanism not being able
to find the route, which will then lead to route discovery time-out. To
prevent such a situation, the holdoff time has to be limited. Thus, for
the evaluation, the performance data collected is for a maximum value
of 3 for the holdoffExponent parameter.

The results provided here are preliminary evaluations to show that
the functionalities provided by the WiMAX mesh simulator are able to
support multihop operations in the manner they are supposed to.
Efficiency of the WiMAX mesh MAC design is not taken into consid-
eration and will be dealt with at a later stage.

13.7 CURRENT STATE OF THE ART AND OPEN ISSUES

In this section, we will discuss the current state of the art in the WiMAX
mesh networking and also identify several deficiencies in the IEEE
802.16 mesh mode due to either the unrealistic assumptions or the
undefined specifications in the standard. These identified disadvan-
tages simultaneously suggest the key research challenges. The reso-
lution of these issues will accelerate the maturity of IEEE 802.16-based
WMAN.

13.7.1 Differences between WiMAX and Wi-Fi Medium
Access Control Protocols

How different is the MAC protocol for WiMAX mesh from Wi-Fi mesh?
Since both support mesh networking, one would assume that the
many research outputs from Wi-Fi mesh are applicable to WiMAX
mesh as well. However, these are not directly applicable as the two
MAC protocols are very different.

The most fundamental difference is that WiMAX mesh is based
on TDMA, which is a time-slot-scheduled protocol, whereas Wi-Fi
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is based on carrier sense multiple access/collision avoidance
(CSMA/CA), which is a contention-based protocol. In WiMAX
mesh mode, all data transmission is synchronized to prevent colli-
sion, whereas, for Wi-Fi, a node will try to secure a channel using
random access method and will perform exponential back-off, if it
senses the channel is busy. To avoid collision, Wi-Fi uses a two-
way-handshake request-to-send/clear-to-send (RTS/CTS) process
to reserve the channel, whereas WiMAX mesh uses a three-way-
handshake REQUEST/GRANT/CONFIRM process to secure the
resources for transmission.

WiMAX is topology-aware, whereas Wi-Fi is not. WiMAX mesh
utilizes extended neighborhood (two or three hops away neighbour
nodes) information for its resource allocation and scheduling process,
thus making it a topology-aware MAC scheme that is more robust in
counteracting the hidden/exposed nodes issues faced by Wi-Fi sys-
tems. For Wi-Fi, there is no notion of topology-aware feature as only
single-hop information is available.

WiMAX mesh specifies a separate channel for control message
communication among nodes, whereas Wi-Fi does not. By separating
the control channel from the data channel, WiMAX mesh ensures that
collision is prevented as the control message will not interfere with
data transmission. Using a separate control channel, reliability and
timely delivery of control message can be observed, and the whole
scheduling process will take place in the control channel, thus avoid-
ing any disruption to existing data transmission. For Wi-Fi, there is no
separate channel; thus, all data and control messages will share the
same channel resource. In Wi-Fi, control messages (i.e., RTS/CTS) can
also collide as there is no mechanism to reserve the channel for these
messages, unlike WiMAX mesh, which specifies a mechanism named
mesh election, to coordinate the allocation of resources for control
message transmission.

Another significant difference between WiMAX and Wi-Fi is the
provision by WiMAX to allow multiple slot allocation using a single
process of REQUEST/GRANT/CONFIRM. This feature allows a sender
to reserve resources for multiple time frames period. It can be utilized
for constant bit rate traffic, which requires fixed allocation of resources
in the overall process. By avoiding repeated control message
exchange for each time frame, the control message overhead can be
reduced significantly. For Wi-Fi, such a feature is not supported, and
each packet is required to go through the channel reservation process
individually.

Yan Zhang / Wireless Mesh Networking AU7399_C013 Final Proof page 459 23.10.2006 1:32pm

IEEE 802.16 WiMAX Mesh Networking & 459



13.7.2 Theoretical Model and Simulation Tools

Currently available WiMAX products are of pre-WiMAX standard and
normally of PMP type. This correlates with the majority of the research
work on WiMAX that is mainly focused on the PMP mode of operation
[17–21]. Only a handful of available published research works are in
the mesh mode. Research activity for WiMAX mesh mode is still very
much in its infancy. WiMAX mesh research work is still lagging behind
PMP research as WiMAX’s partners are putting more effort into the
PMP mode due to its lower complexity and higher maturity. Another
significant reason is the unavailability of a WiMAX mesh analytical
model and simulation component for academic researchers to experi-
ment with. Commercial network simulation tools such as QualNET
and optimized network engineering tools (OPNET) are no better off
with WiMAX mesh research. Both QualNET and OPNET support only
WiMAX PMP mode. Similar situations exist for the public domain
network simulation tools such as global mobile system simulator
(GloMoSim) and network simulator-2 (NS2), which are more popular
with academic researchers due to their license-free usage. To perform
simulation-based performance evaluation for WiMAX protocol,
researchers have to develop their own WiMAX protocol stack, and
normally these are not publicly released. The studies by Redana
and coworkers [24,25] present one of the first theoretical models
for analyzing PMP and mesh modes achievable throughput. Moraes
and Maciel [31] propose a new MAC algorithm for PMP networks and
analyze its performance using queueing theory.

13.7.3 Quality of Service

In IEEE 802.16 PMP mode, the standard defines four QoS classes: UGS,
rtPS, nrtPS, and BE service. UGS is designed to support CBR services,
e.g., VoIP without silence suppression. rtPS is designed to support
real-time and variable-size periodical data packets, e.g., MPEG video
or VoIP with silence suppression. nrtPS is designed to support non-
real-time service flows requiring variable-size data and regular data
grant burst. BE service allows BS to use all available mechanisms for
transmission requests, e.g., World Wide Web. QoS-related studies have
mainly concentrated on the PMP mode of operation [22,23,26–
30,37,40,43]. Maheshwari et al. [41] propose the UL/DL packet sched-
uling algorithms for WiMAX PMP modes and provide performance
evaluation of the algorithms using QualNET v3.6. Providing delay and
bandwidth guarantee as well as maintaing fairness are the main
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objectives of the proposed architecture. As the basis for the QoS
performance evaluation, the WiMAX PMP MAC layer framework was
also implemented and evaluation conducted using existing PHY of
802.11. The study by Louazel et al. [42] provides the implementation
details for 802.16a on GloMoSim/QualNET. The framework described
in the study is for the PMP mode only. Similar to the research done
by Louazel and Murphy [42], Louazel designed the WiMAX PMP
MAC layer component and used the existing PHY of 802.11. The pro-
posed MAC framework supports simplified signaling message, fixed
resource allocation, and no QoS differentiation. To achieve QoS in
mobile environment, Choi et al. [36] report a handoff protocol for
real-time services in IEEE 802.16e. Lee et al. [39] propose and study
a reliable multicast algorithm.

In the mesh mode, IEEE 802.16 has not defined the QoS mech-
anism. Since the IEEE 802.16 mesh mode, MAC is connectionless-
based; it cannot be used to support guaranteed QoS over multiple
hops. Furthermore, several MAC control messages are transmitted
through UDP/IP tunneling. The inherent connectionless-based UDP
may greatly add latency and generate degraded performance. One
possible approach is to design a connection-based mesh mode [8].
The proposed scheme attempts to utilize the existing connection-
based PMP structure to substantially reduce the deployment cost.
The potential modification includes the end-to-end connection
support and the replacement of UDP/IP tunneling mechanism by
end-to-end control connection. For IEEE 802.16 mesh networks, the
work by Shetia and Sharma [35] proposes a routing algorithm and
centralized scheduling, which are proved to achieve higher perform-
ance via simulation.

13.7.4 Interference Assumption

The IEEE 802.16 mesh mode depends on a common assumption that
there is no interference more than two hops away, for instance, the
physical neighbor list building, or the MSH-NCFG and MSH-DSCH
messages listening and broadcasting. This assumption may lead to a
discrepancy from the realistic environment and needs further investi-
gation. For example, there are lots of nodes in a city’s dense area. The
interference may propagate several hops away. In such a case,
the interference has a great impact on routing, MAC, and scheduling.
In addition, in recent years, large interference range problems have
been recognized as one of the major factors causing performance
degradation [15]. However, the effect of large interference range has
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not been considered in the standard and the consequence is still
unclear. One potential solution for the coexistence of heterogeneous
networks may be the dynamic spectrum mechanism [44].

13.7.5 Scalability

The proposed mesh mode in IEEE 802.16e cannot support a large
number of mobile nodes. In widely imagined single-radio (1þ 1)
mesh network architecture, the performance degrades drastically sev-
eral hops away with an increasing number of nodes [2]. Here, (1þ 1)
represents the two-layer network architecture. The mesh routers are
themselves organized as a mesh network and the mesh routers also
provide the access points under their radio coverage.

To address scalability, the potential approaches include: (1) new
network architecture, e.g., multiradio and multichannel (MRMC) system,
in which the routing and dynamic channel allocation scheme become
the important components to achieve higher capacity and throughput;
(2) localization technique with the aid of position, velocity, and direction
information, i.e., in route discovery or resource reservation, the control
packets do not need to propagate to the whole network; (3) hierarchical
routing or cluster-based scheme by schematically deploying several
fixed nodes to perform the role of relay candidates.

13.7.6 Topology Control

During the new node entry process described in Section 13.4.2, the
new node should first choose a candidate sponsor node to obtain the
necessary network configuration and to relay data. The suggested
criteria in selecting the sponsor node is the best signal quality, i.e.,
RSSI and CINR. It is intuitively understood that different criteria will
result in various mesh network topologies. Wei et al. [12] proposed an
interference-aware sponsor node selection scheme. After introducing
the concept of blocking metrics, the study specified the algorithms for
choosing a sponsor node to minimize the interference. Evaluation was
conducted using matrix laboratory (MATLAB) simulation for through-
put performance comparison against the basic 802.16 scheme (which
is random selection of sponsoring node). The result indicates that
the proposed scheme is able to achieve much better performance
compared with the scheme ignoring the interference consideration.

In addition to the interference management, in a realistic scenario,
mobility characteristics also have a great impact on the sponsor
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node selection. Under certain instances, a new node may prefer to
choose a sponsor node who has a slow mobility or a highly predictive
mobility to avoid frequent physical link breakdown. It is suggested to
choose a sponsor node taking into account the mobility, interference-
awareness, channel-awareness, and CINR simultaneously.

13.7.7 Slot Allocation Algorithm

As stated in Section 13.4.5 and Section 13.4.6, the slot allocation
algorithm is not specified in the standard. In a recent work [14], Liu
et al. proposed a simple slot allocation algorithm. Specifically, after
receiving a resource request, the granter will first look up the resource
table and then determine the reasonable transmission time based on
the demand level and demand persistence fields in the message
MSH-DSCH: Request. As the authors reported, this simple slot
allocation algorithm is insufficient to support QoS. On observing
this, they proposed two checkpoint-based algorithms to identify the
network’s good or congested condition. Cao et al. [13] proposed an
analytical model for the distributed scheduler. In the last part about
the future work, the authors hint at a data reservation scheme by
adaptively adjusting the holdoff exponent according to the number
of competing nodes.

It is envisaged that more efficient slot allocation algorithms should
be implemented to trade off fairness, QoS, and throughput maximiza-
tion, taking into account the scalability, mobility, and realistic fading
channel environment.

13.8 CONCLUSION

In this chapter, we presented the principle of the mesh mode in the
emerging WMAN standard IEEE 802.16. We discussed the critical
processes in detail, including the entry process to gain synchroniza-
tion, the scheduling algorithms for control messages competing for a
transmission opportunity; and the centralized/distributed scheduling
for data subframe. More importantly, we specified unrealistic assump-
tions or undefined specifications in the standard that motivate the
proposed open research challenges and potential solutions. We
hope that this chapter will be helpful in understanding the key pro-
cedures in joining, managing, and coordinating the IEEE802.16 mesh
networking, and be additionally instructive for the future research
topics in the context of multihop broadband wireless access.
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14.1 INTRODUCTION

In order to overcome the fixed and inflexible spectrum allocation new
approaches in the spectrum regulation and in the development of
enhanced wireless devices become mandatory. At present, regulation
authorities assign fixed frequency bands to different subscribers or
service providers who have to operate in the licensed band only. This
procedure was already formulated in 1920 and may not be able to
meet tomorrow’s needs [1]. Due to the fixed allocation of the frequency
bands to specific users or operators the utilization of the spectrum is
not always very efficient. Recent studies have shown that only about
10% of the allocated spectrum in the United States and Europe are
utilized [2–4]. In contrast to a fixed assignment of services and frequency
bands the demand on several services varies over time and place that
results in a highly temporal and geographical variation of the spectral
utilization. Therefore, the interest regarding new ways of using, allowing
access to, or allocating spectrum by increasing the spectrum efficiency
has been grown in many regulatory bodies and standardization groups.

According to the current allocation structure, present wireless
terminals have been designed to provide fixed services. Only upon
the introduction of software-defined radios (SDRs) a flexible hardware
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platform was presented, which offers the possibility to integrate
different transmission technologies and services into a single wireless
device using the same hardware structure. This identifies an important
requirement on the way to a dynamic resource allocation.

In addition to the necessarily greater flexibility in fixed transmission
waynetworks, inorder to improve the spectrumefficiency,wirelessmesh
network (WMN) provides an additional degree of freedom by flexibly
choosing the wireless transmission way to improve the overall quality of
service(QoS).Thus, therealwaysexistsaWMNwhichoutperformsafixed
transmission way network. The controlling mechanisms in a WMN are
preferably decentralized, so that eachnode (terminal) carries out control-
ling and observing tasks. The node must be aware of its transmission and
equipment capabilities to assist in determining possible transmission
ways over different nodes and also decide the possible operation band-
widthbasedon the current spectrumusage. This degreeof freedom leads
toanenhancedradio resourcevariation in spaceand time.Without lossof
generality, it can be envisaged that the radio resources belong to a party,
e.g., forunlicensed radio resources this canbethenetworkas itself and for
licensed resources this canbeanoperator. To increase theoverall utility, a
dynamic and decentralized radio resource allocation mechanism is
needed, which will be described in this chapter.

Furthermore, the development of appropriate mechanisms for
evaluating the present options and requirements of a mobile terminal
is needed. This includes the consideration of the conditions and
potentials of the radio interface and the implemented hardware struc-
ture, as well as aspects and strategies to control the allocation of the
unused radio resources.

A greater flexibility of the wireless terminals and the available
services leads to an increased number of options and possible settings.
Therefore, future wireless devices have to provide the capability to
present the choices at the highest level possible without involving the
user in technical details. Cognitive radios (CRs), with their capability of
decision making and adaptation, offer one opportunity of making
these control decisions invisible to the user.

Therefore, CRs build the basic platform for any future wireless
system that should provide dynamic adaptation. Driven by the
increased flexibility of devices, the handling of the spectrum allocation
and the adaptation of radio resources have become an important
topic of current research and development. The shift from fixed as-
signment of services to dynamically allocated frequency bands offers a
number of advantages. But several challenges have to be met on the
way to flexible, adaptable, and more efficient wireless services.

Yan Zhang / Wireless Mesh Networking AU7399_C014 Final Proof page 469 23.10.2006 1:33pm

Cognitive Radio and Dynamic Spectrum Management & 469



This chapter presents the topic of dynamic and distributed
spectrum allocation. Starting with the device-specific aspects
(Section 14.2), the concept of CR is presented. First, the definition
and the general attributes of such a mobile terminal are described.
Furthermore, the conceptual architecture of a cognitive terminal is
considered within cognitive networks.

Section 14.3 presents how opportunistic distributed spectrum
allocation for CRs can be achieved with methods like swarm intelli-
gence (SI) and game theory. Section 14.4 describes the algorithmic
approaches for a dynamic resource allocation. The discussion includes
technical aspects and market perspectives. Finally, a conclusion and an
outlook are given.

14.2 COGNITIVE RADIO CONCEPT

CRs which are presented by Mitola [5] adapt themselves without user
intervention in order to reduce the interference to other users. They
also make use of spatial awareness, and understand and follow the
user’s behavior. Due to these features the CR concept builds the basic
platform for a distributed and dynamic resource allocation.

In order to give an overview of the enhancements provided by a
cognitive terminal, the present state of research and development
within this topic is briefly summarized.

14.2.1 Definition and Attributes

The introduction of the CR concept has caused a strong interest for
future communication applications. Due to the wide range of appli-
cations that benefit from a cognitive mobile device, several aspects of
this new concept become important. The more general interpretation
allows a CR to autonomously exploit locally vacant or unused spec-
trum in order to achieve new options of spectrum access. This
requires the definition of basic rules for spectrum access. At least the
radio has to stay in compliance with the local regulations. That means,
a CR terminal can only roam across the borders of the local radio
operations and adjust itself to the local emission regulations. In this
case, the allocation mechanisms are already defined but the possible
changes in response to the environment are restricted. In both cases,
CR negotiate on behalf of the subscriber in order to connect the
terminal to the service provider or the frequency band, respectively,
offering the lowest costs. This market-oriented perspective provides
the basis for the approaches discussed in Section 14.4.
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Due to the different meanings of the term CR several definitions
have been coined by the regulation bodies and research organiza-
tions. The wide range of expectations and demands made to this
concept can be seen in different definitions presented in the literature.
A more popular definition can be found [6]. The definition given by
Haykin describes the technical background of a CR [7]:

Cognitive Radio is an intelligent wireless communication
system that is aware of its surrounding environment (i.e.,
outside world), and uses the methodology of understand-
ing by building to learn from the environment and adapt its
internal states to statistical variations in the incoming RF
stimuli by making corresponding changes in certain oper-
ation parameters (e.g., transmit power, carrier frequency,
and modulation strategy) in real time, with two primary
objectives in mind:

& Highly reliable communications whenever and wherever
needed

& Efficient utilization of the radio spectrum

In the software-defined radio forum’s (SDRF) Cognitive Radio Work-
ing Group a definition is currently under consideration which should
fix only a minimum of requirements in order to allow a further
evolution:

A Cognitive Radio is a software-defined radio that processes
the attributes of being RF and spatially aware with the
ability to autonomously adjust to its environment accord-
ingly frequency, power, and modulation.

As it can be easily seen, the different definitions which are still
under discussion include a wide range of wireless devices which
could be named as cognitive. The terms cognitive terminal, cognitive
engine, and cognitive network are defined as follows:

& Cognitive Radio describes a mobile device that supports cog-
nitive capabilities only on the physical and medium access
control (MAC) layer.

& Cognitive engine describes the functional unit on the MAC layer
of a mobile node that provides cognitive capabilities.

& Cognitive network is a complete network that supports the
ability to adapt its nodes in the sense of an end-to-end recon-
figuration and adaptation.
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& Cognitive terminal is able to adapt also higher layers above the
MAC layer in order to affect the whole protocol stack of an end-
to-end connection.

Generally, the basic characteristics of a CR described in the following
can also be applied to cognitive terminals. All the above-mentioned
definitions include, more or less, the following main attributes for
such a device:

Awareness: A CR possesses awareness. The terminal is able to
understand the RF environment and the spatial surrounding. It is also
aware of its geolocation and the associated spectrum usage policies.

Adjustability: A CR responds to its environment of which it is
aware. This includes the change of its emissions like radio frequency,
power, modulation, or channel bandwidth in real time without user
intervention. The adjustment will be done in order to reduce the
interference to other users. This requires knowledge about the inter-
ference situation at other users caused by the active CR.

Autonomy: The CR can act and react in order to be adjustable
without any user interaction. In order to be self-adjustable the terminal
has to perform spectrum exploration. Furthermore, the terminal needs
to know the local policy restrictions as well as the own specifications
for an exploitation of locally vacant and allocable radio channels.

Adaptivity: The CR is able to understand and follow the user’s
behavior. This requires the ability to learn from the actions and
choices taken by the user in order to become more responsive and
to anticipate the user’s needs.

Some of these attributes are already natural to traditional wireless
terminals on a simpler level. But the integration of these attributes in
one terminal causes new challenges. So, the spatial observation can be
realized using a global positioning system (GPS) receiver. But the
spectrum sensing would be much more difficult due to the different
classes and access characteristics of licensed user (e.g., TV broadcast
vs. wireless local area network (WLAN)). Furthermore, a comprehen-
sive awareness of the spectrum needs a permanent spectral analysis
that would not attempt for saving battery power. Also the hidden
terminal problem, already known in WLANs, makes the spectrum
sensing complicated [8]. In addition to the awareness of the surround-
ing, the terminal has to be aware of itself [9]. This capability of
knowing its internal structure enables a selective response to the
observed situation regarding the possibilities supported by the hard-
ware. The resulting adjustment to the environment should provide an
increase of the overall network resources that are wasted due to
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interferences caused by suboptimal adaptation. In current systems the
radio environment is observed as transmitter-centric. This means that
the transmitted power is designed to approach a prescribed noise floor
at a certain distance from the transmitter. In order to shift toward a real-
time interaction between the transmitter and the receiver in an adaptive
manner, an interference temperature is specified [7]. This metric,
described in detail in Section 14.2.5, is intended to quantify and manage
the sources of interference in a radio environment. An interference
temperature limit could provide a ‘‘worst-case’’ characterization of the
RF environment in a particular frequency band and at a particular
geographical location, where the receiver could be expected to operate
satisfactorily [7]. Due to large number of sensors necessary for account-
ing the spatial variation of the RF stimuli, this approach leads to cogni-
tive networks that will be described in Section 14.2.3.

In order to provide an autonomous and adaptive terminal, it has to
interact with its environment. Considering mechanisms of machine
learning, in addition to the orientation and evaluation of the environ-
ment, the cognition cycle presented [5] describes the principle of this
interaction (Figure 14.1).

Set display
Act

Send a message

Outside
world

Prior
states

New
states

Observe

Preprocess
parse

Infer on context hierarchy:

Orient

Establish priority

Immediate Urgent Normal
Generate

alternatives

Evaluate
alternatives

Allocate
resourcesDecide

Initiate process(es)

Save
global states

Learn Plan

Receive a message
read button

Register to
current time

Figure 14.1 Cognition cycle presented by Mitola. (From Mitola, J., and Maguire,
G.Q., Cognitive Radio: Making software radios more personal, IEEE Personal
Communications, 6, 13, August 1999. With permission.)
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The observation of the outside world includes the spectral and
spacial awareness, as well as the recognition of user’s inputs by the
user interface. For a self-orientation of the terminal within its surround-
ing, the relevant parameters are parsed from the observed data. Prior-
ities assigned to the stimuli from the outside world support a rating of
the required reaction. For example, interference of other subscribers
will invoke an immediate action. The nonrecoverable loss of a signal
during transmission might require urgent reallocation of resources. In
the normal case of an incoming message or a user request a plan is
generated. Several alternatives are generated and evaluated in order to
find the optimal reaction to the observation. The decision phase selects
the most appropriate strategy that is initiated in the act phase. Informa-
tion about the present observation, plan, decision, and reaction of the
outside world can be used to learn the effectiveness of the chosen
communication mode. The achieved knowledge influences the future
generation of alternatives in order to become more responsive to the
user’s behavior. Besides the classical knowledge, processing methods
like neuronal or fuzzy logical networks and biologically inspired
models of cognition in a mobile terminal have been considered [10].

14.2.2 Cognitive Radio Architecture

Since CRs provide operation in different frequency bands using dif-
ferent modulation forms, the underlying structure is built upon SDRs.
SDRs also have the ability to operate on several bands simultaneously
which increases the utility for a dynamic resource allocation over
different transmission standards. In addition to SDRs, which have to
meet the local regulations regarding the new downloaded software,
CRs have to be designed in a way that their choices of the operational
parameters will meet the regulatory limits. This means that in an SDR
only the current software has to be compliant to the local regulations,
but in a CR all possible decisions for parameter selection have to meet
the limits of regulation.

The definition of an appropriate radio architecture including all
aspects of possible operation modes and regulation is still under
discussion. In a very abstract view of a CR architecture two subsystems
can be pointed out: (1) a cognitive unit which makes the decisions
based on various inputs and (2) a flexible SDR whose operating
software provides a range of possible operating modes. In order to
hide the complexity of the cognitive elements to the applications the
SDRF Cognitive Radio Working Group proposed a conceptual model
using a layered architecture (Figure 14.2) [11].
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Generally, the SDR is at the base of the model including the
hardware and the software-defined physical layer. The cognition
layer is directly above the physical layer. In this model the CR engine
gets inputs from, and controls, the SDR. Furthermore, status informa-
tion from the hardware and from the application layer is given to the
cognitive engine. The logical position on the MAC layer level points
out the basic potential function of the cognitive engine: the mapping
of application layer requirements, like data rate, to the radio link layer
regarding the available device and spectral resources. Therefore, the
cognitive layer knows the available hardware resources, e.g., the
capabilities and characteristics of the available modulations. In add-
ition, a Policy engine would watch and control the decisions of
radio in order to prevent the violation of any restrictions defined by
the operator or regulation bodies. A waveform library provides all
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Figure 14.2 Model of cognitive radio architecture. (From Software Defined Radio
Forum, Cognitive Radio Working Group (CRWG), www.sdrforun.org. With per-
mission.)
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transmission modes that adhere to the local regulations. Thus, a min-
imal user interaction would be necessary to control the physical layer.

14.2.3 Cognitive Networks

In addition to the CR concept, the cognitive network framework
describes a complete network structure providing cognition abilities.
Within a cognitive network all network elements, the cognitive
terminals, observe the network conditions. The information is used
to plan, decide, and act by taking knowledge gained from previous
actions into account. This behavior is equal to the CR concept
described above. But in contrast to a single radio, which can only
adapt itself to the environment and the network state, the cognitive
networks act simultaneously. Similar to the WMN concept, which
requires distributed intelligence, each entity of the network includes
learning and decision modules. In addition to a WMN, cognitive
networks support even more dynamic resource allocation and
adaptation. The entities of cognitive networks change parameters
belonging to multiple layers, which is suitable for employing cross-
layer optimization. Mitola briefly described the interaction of CRs
within the system-level of cognitive networks. Thomas et al. [12]
have defined cognition network as follows: [12]

Cognitive Network is a cognitive process that can perceive
current network conditions, plan, decide, and act on those
conditions. The network can learn from these adaptations
and use them to make future decisions, all while taking into
account end-to-end goals.

The network and the overall end-to-end aspects are the main
differences compared to the CR definition. According to definition
the enhancement cognitive networks contain software adaptable net-
work elements [12]. This means that the network is able to modify one
or several layers of the network stack within the network’s terminals.
The mechanisms necessary for the cognition of the states and the
knowledge processing are similar to the CR methods.

14.2.4 Heteromorphic Waveforms for Spectrum Sharing

Heteromorphic waveforms (also named as malleable waveforms in
the literature) offer some interesting properties for secondary spec-
trum usage between different systems. In particular, heteromorphic
waveforms based on multicarrier (MC) access technologies have been
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recently proposed by the research community in support of spectrum
sharing. Given the fact that ‘‘spectrum holes’’ can be very narrow
and spread fragmentally over the band, heteromorphic waveforms en-
able to exploit any spectrum hole size. The first approach for MC-based
solution is to use orthogonal frequency-division multiplexing (OFDM)
modulation [18] with a multiple access scheme. The second approach
(quite similar to the previous one) is to implement MC-based multiplex-
ing schemes combined with carrier interferometry (CI) [19]. Solutions
based on CI/time division multiple access (TDMA) (multicarrier pulse
shape), CI/direct sequence code division multiple access (DS-CDMA)
([19,23]), CI/multicarrier code division multiple access (MC-CDMA)
(multicarrier chip shape [20,22]) or frequency division multiple access
(FDMA)/DS-CDMA [22]) are considered. MC-CDMA has better spectrum
efficiency than FDMA/DS-CDMA, and has also a lower blocking prob-
ability for a noninterruptible spectrum sharing [22]. From these observa-
tions, MC-CDMA is a more efficient candidate for spectrum sharing than
FDMA/DS-CDMA.

The motivations for using MC-based solutions for spectrum shar-
ing are manifold. First, the waveforms can be adapted dynamically
(modulation, power control, and diversity gain). Second, it is possible
to fill spectrum holes of any radio access technology (RAT), i.e., the
bandwidth of one band with an integer multiple of the carrier spacing
of the MC-based systems. Third, it provides flexible spectrum-sharing
capability in both continuous and noncontinuous bands to adapt
dynamically the space time traffic demand.

These MC-based heteromorphic waveforms are very good candi-
dates for: (1) operators to share spectrum in licensed bands by bor-
rowing/renting, (2) for unlicensed systems to share spectrum in
unlicensed bands, and (3) for unlicensed systems to use licensed
bands in an opportunistic fashion. In case (1), Figure 14.3 illustrates
spectrum sharing between two operators using the same MC-based
heteromorphic waveform. Figure 14.3a through Figure 14.3c shows
the case where spectrum is not shared, shared in continuous fashion,
and shared in a fragmented fashion.

Case (3) can be approached with spectrum pooling strategy. This
strategy [2] can be implemented by considering the secondary user
being enabled with an OFDM-based MC technology [18]. A practical
case [21] of spectrum pooling is the coexistence (hot spot) of a cellular
system (e.g., GPRS) with a WLAN system (e.g., HiperLAN2) in which
HiperLAN2 can reuse the licensed GPRS band in an opportunistic
fashion. One of the main challenges of this technique is the capability
of the secondary system to detect the activity of the primary system in
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real time. Spectrum pooling presents some good performance for
elastic traffic like Internet protocol (IP) traffic [21].

14.2.5 Interference Temperature

The flexible spectrum usage requires a smart coordination in the
cochannel interference management between the same or different
RATs. This interference management requires a priori knowledge of
the cochannel interference between RATs, and a formal characteriza-
tion of the spectrum holes in order to assess the frequency reuse
opportunities of the spectrum holes. For these reasons, the following
challenges have to be overcome:

& Characterize cochannel interference between different
radio access systems provided these systems are reciprocally
sensitive to interference

& Define a spectrum hole provided each RAT has its own
sensitivity

(c)

(b)

(a)

Operator 1 Operator 2

f

f

f

Figure 14.3 Illustration of spectrum sharing between operators using MC-based
radio access technologies for different strategies (no spectrum sharing (a), con-
tiguous spectrum sharing (b), and fragmented spectrum sharing (c)).
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& Characterize spectrum hole availability that is relative to the
technology under consideration in real time.

In order to answer these objectives, the Federal Communications
Commission (FCC) [26] has introduced the concept of interference
temperature whose objective is to define a universal figure of merit
allowing the characterization of spectrum holes with an appropriate
measurement of the interferences. The main application of this metric
is the coexistence of radio resources and the sharing thereof between
different RATs operating on the same band at the same time. The
underlying rationale of the interference temperature is to focus on
the local environment of each receiver, with a particular care on the
total unwanted power located at the receiver level, and originated
from the other cochannel transmitters or any other noise sources.

Different definitions of interference temperatures have been pro-
posed [26]. This figure of merit enables to establish different admissible
maximum interference thresholds. In other words, this figure of merit
allows characterizing the worst environment in which a CR receiver can
operate. The motivation is to specify these interference thresholds into
a given band, given geographical area, and for given services. In
particular, the interference temperature being applied into the licensed
bands, guarantees an admissible interference threshold when admit-
ting secondary users. In other words, any noise source which do not
exceed this admissible threshold would be admitted. This allows the
primary system to guarantee a higher reliability in the secondary use of
its band. The application of the interference temperature is discussed
[25,26] and the reader is invited to refer [25,26,27] for additional details.

14.3 OPPORTUNISTIC DISTRIBUTED
SPECTRUM ALLOCATION FOR CRs

Spectrum scarcity is a surprisingly widespread concept which is being
revisited for a few years by many people within the wireless industry.
The success of some wireless technologies (e.g., WiFi) is forecasted to
continue in the next years, due to the exploding demand for cheap
and fast wireless access in public places, offices, and homes. Even
though regulators are having hard times finding available spectrum
bands for new systems, there is quite an urgent need to implement
new solutions (regulatory and technical) [24] to turn the command-
and-control policy of spectrum use into a more dynamic and benefi-
cial model. This is being possible in a CR [5] context, considering the
intelligence and environment awareness included at the user terminal
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(UT) level. The open spectrum supporters [26,27] argue that the
spectrum scarcity has been artificially created as a result of the regu-
lators parceling the spectrum band into ‘‘can use’’ and ‘‘cannot use’’
spectrum bands, but this can be changed by switching into a more
flexible regulatory framework. A framework, presented here, use
distributed collaborative methods between many users to negotiate
their spectrum access to several spectrum resources organized in a
common spectrum pool. Interesting approaches for that purpose are
presented in Section 14.3.1 through Section 14.3.3.

14.3.1 Interest for a Distributed and Collaborative Approach

Several measurements performed by the Shared Spectrum Company
have shown that the level of activity was very low in many allocated
spectrum bands [2]. This revealed the existence of spectrum holes in
spectrum usage, within the fully allocated bands. Unfortunately, there
is no model to predict when and for how long a given spectrum band
will be used. Accordingly, opportunistic and smart algorithms should
be developed to identify these holes and use them as needed, while
authorized by the regulators. The objective is to have a much greater
flexibility in varying the available spectrum resources for a system,
according to its needs.

Unlicensed spectrum bands are a good playground candidate for
implementing such innovative algorithms, where the whole spectrum
is seen as a common spectrum pool [31] that can be used by several
entities according to their needs and assuming it does not interfere
with others. Due to the free access of terminals within the unlicensed
frequency bands the implemented algorithms are able to handle the
highly dynamic allocation of resources which is not centralized or
controlled, in order to optimize the QoS.

Throughout nature, an enormous amount of processing takes place
at the level of the individual organisms (e.g., ant, wasp, and human
beings). Such individuals are autonomous nodes acting according to
some rules (from simple to very complex), with imperfect knowledge
of their environment (local knowledge), having memory, and are able
to interact with other similar entities. Thus, the society composed of all
these individuals can be seen as a complex superorganism. This is the
way of organizing wireless networks in the future.

In a wireless system, user devices and radio access infrastructure
equipments do not have global knowledge of the environment
but only of a part thereof. A collaborative approach for spectrum
allocation would rely on exchanging information with neighbors to
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propagate the information, instead of sending it to the central entity,
as it is the case in a centralized architecture. The advantages of such an
approach are flexibility, scalability, robustness against changes, and
self-organization (through interactions).

A common feature of these distributed systems [32] is that organ-
ized behavior emerges from the interactions of many simple parts.
Dissimilar systems (business, ant colonies, and brains) share funda-
mental commonalities: individual cells interact to form differentiated
body parts, ants interact to form colonies, neurons interact to form
intelligent systems, and people interact to form social networks. This
is made possible using the CR.

The frequency-planning problem (trying to best allocate a finite
spectrum resource to where and when it is best needed in a network
and across networks) is a complex optimization problem, especially
when considering changes in traffic and channel conditions, tempor-
ally and spatially. This approach is described in the Section 14.3.2 and
Section 14.3.3, which explore the application of SI and game theory
for a smart distributed radio resource allocation, respectively.

14.3.2 Swarm Intelligence

SI is an artificial intelligence technique based on the study of collective
behavior in decentralized and self-organized systems, which was
introduced by Beni and Wang in 1989, in the context of cellular
robotic systems. SI is defined as: the emergent collective intelligence
of groups of simple agents [33]. Computational intelligence structures
at the system level emerge from unstructured starting conditions
using powerful interaction mechanisms, while the action of each
individual appears random (ants) when overlooked at the system
level.

One great result from SI is that even with a population of identical
and simple agents (limited capabilities leading to cheap devices), it is
still possible to create a very complex and dynamic behavior at the
system level. Such a superorganism composed of social artificial
agents would have a higher adaptation capability compared to a
centralized approach where each of these agents is taught what to
do. This structure is very promising for applications to future ‘‘intelli-
gent’’ wireless communication systems. This ‘‘intelligence’’ opens the
way to more flexible regulatory rules, new ways of considering fre-
quency reuse and avoiding interference.

SI offers an excellent way of controlling complex distributed
systems by defining and ensuring simple local rules at the lowest
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component level. An interest of the SI is that several parameters can be
varied, thus providing a direct mean for controlling the algorithm, with
an aim, e.g., to trade between speed of convergence and quality of the
final solution. The reason for using the properties found in social
insects into the wireless world is that many challenges faced by
current and future wired and wireless networks have already been
overcome in large-scale biological systems. Accordingly, future wire-
less networks will definitely benefit from adopting key biological
principles and bionics.

Many phenomena around us use a threshold mechanism to trigger
actions: below the threshold one action is performed, and above,
another. This is simple but very efficient in controlling many interact-
ing entities without a central controller. Social insects have been
observed as following a threshold mechanism using a sigmoid func-
tion [33]; they react to external stimuli depending on their threshold
value vs. the stimulus intensity. Wasps use a variable threshold mech-
anism (still with a sigmoid function) where a threshold is adapted to
reflect the specialization for a given task (time spent in performing it).
Reinforcement learning is used to let each individual learn from
experience of its actions. As a result wasps are able to perform a
highly efficient and fully decentralized adaptive task allocation
[33,34] where the number of wasps performing a task is a function
of its urgency for the colony and of each individual’s specialization in
this kind of task. Many other properties of the SI still need to be
discovered and modeled, with application to many domains, includ-
ing the wireless one.

An application of the SI metaheuristic can design an uplink (UL)
subcarriers (SCs) allocation between several users using orthogonal
frequency division multiple access (OFDMA), without the need for a
central controller to dictate the SC choice [35]. Instead of a sigmoid
function, a modified Fermi–Dirac distribution was used. The compe-
tition to achieve not more than a single user per SC for data transmis-
sion was resolved using the SI; each user, on each SC, learnt about its
ability to better use this SC than the others or not. As a result, this
algorithm maximized the system UL sum capacity, with each user
trying to pursuing its own interest. The scalability of the algorithm
was demonstrated with respect to the time for negotiating SCs
between users and not dependent on the number of users. In add-
ition, the more competitors participate, the better the total sum cap-
acity because of the multiuser diversity. The set of rules applied was
very simple and the users could learn from the past actions for the
betterment of the entire system.
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14.3.3 Game Theory

Game theory is a tool for modeling and analyzing situations with
strategic interactions. Since the pioneering work of von Neumann
and Morgenstern [36], game theory concepts and methods have
been used in various domains, from economics to politics, biology,
or telecommunications. Formally, a game is constituted with a set of
players, each having the possibility to choose the best strategy in a
given space so as to obtain the greatest payoff [37]. The expected
outcome of a game is to reach an equilibrium being a kind of stable
state. The well-known Nash equilibrium is defined as a profile of
strategies such that each player’s strategy is an optimal response to
the other players’ strategies. When a Nash equilibrium is reached, no
player can increase one’s own utility individually (i.e., by changing
one’s own strategy) any further. A Nash equilibrium is therefore a
stable and targeted operating point, since no player would find it
beneficial to deviate from, if the others maintain their strategies.
Game theory has several similarities with SI: among others, players
do not use any explicit representation of the global environment;
moreover, each decision is made in a distributed way. Therefore, it
benefits from the common advantages of scalability, light signaling
cost, and no computational complexity problem. But it is also based
on a distinctive assumption that agents are playing rationally, similar
to human beings who are rational with their economic choices,
defending their own interest. For all these reasons, game theory is
an interesting tool for solving the interactive optimization problem of
resource allocation in wireless networks [38] where users compete for
power, bandwidth, or SCs in OFDMA-based systems. Although the
word ‘‘game’’ suggests a kind of behavior, most situations rather
correspond to strong conflicts of interest and competition without
any mutually beneficial actions. To make a compromise between
user objective and network objective, a branch of game theory aims
at designing penalty mechanisms in such a way that efficient operating
solutions can be obtained. Pricing is one of those approaches and its
principle is to charge locally a player who would tend to play too
selfish, by imposing a fine on him. It aims at improving the overall
performance by limiting the aggressive competition of the purely
noncooperative game. Pricing is also used to control fairness between
users. Many references in the literature exist on power control games
for systems where users are transmitting in the same band (using, e.g.,
CDMA [39] or multiuser waterfilling), and a few ones deal with joint
OFDMA SC and power allocation [40].
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14.4 COMBINATION OF ECONOMICAL AND
TECHNICAL INCENTIVES

14.4.1 Technical Aspects

The present RATs are designed and optimized for providing system-
specific services under different channel conditions. A 2G/3G mobile
communication system supports voice services under very difficult
mobile channel conditions. On the other hand, WLANs like IEEE
802.11 provide high data rates, but require good channel conditions
and low interferences. Taking into account that the signal processing
and the physical layer structure of the current mobile communication
systems bear a number of similarities, the integration of a number
of systems within one terminal seems to be reasonable [13,14].

The dynamic allocation of unused radio resources available in
the present radio access networks (RAN) requires an observation of
the traffic workload of each RAN. Generalizing, this could also
include other characteristic attributes of the frequency band, like chan-
nelbandwidthor signal-to-noise ratio (SNR). For supporting theservices
provided to the user a flexible allocation of radio resources of each
available RAT is necessary. Furthermore, appropriate control mechan-
isms are required to hide the adaptive resource allocation from the user.

Figure 14.4 presents a CR structure to define a mobile device-
supporting dynamic resource allocation CR [15]. This structure defines
a modular and scalable CR providing the main cognitive features that
are necessary for a dynamic resource management. The four main
functions of a CR are as follows:

& Transmitting and receiving using an SDR
& Controlling and QoS request handling from higher layers
& Planning and learning from prior experiences
& Observing the spectral surrounding

Several vectors handle the communication between the blocks.
Thereby, CR-specific functions are considered. Vector ~cc describes the
control data being exchanged between the main unit and the trans-
ceiver unit, which can give a QoS feedback ~qq describing the current
data transmission. The cognition unit is separated into the spectral
observer and the experiential data base. These blocks use vector ~ss
for defining observation requests and vector ~aa for describing the
observed allocation. Several interfaces are defined between the regular
parts of the radio and the cognition unit. Vector ~dd describes a request
for generating a strategy within the planning unit which will be given
back to the main unit in the resultant vector~rr. In addition, the present
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allocation vector ~aa and the QoS feedback vector ~qq can be inter-
changed between the cognitive unit and the main unit or the trans-
ceiver, respectively. This CR model presents a platform [16] for
providing the radio resource goods (RRGs) used in Section 14.4.2
through Section 14.4.8.

14.4.2 Economical Issues

In established communication systems with an underlying provider
infrastructure, the market is designed according to the fixed price
model (FPM). A user can get access to the network only if there are
free resources controlled by the base station (BS) within a cell. Further-
more, the user has to accept the fixed price for a wide area and quasi-
static in time. The user have to pay the same price whether there is high
or low demand in the cell. Even if user’s preferences and purchase
power allow the user to spend more money for using RRGs, the user is
not able to influence the allocation. Therefore, the operator misses the
chance to increase his monetary gain by adapting the price of RRGs for
the users’ RRGs evaluation.

To overcome these problems, a distributed, dynamical, and com-
bined pricing, allocation, and billing system will be introduced, which

RAT III

RAT I

RAT II

Higher layer
QoS Buffer

Main unit
Decide
orient

Experiential
data base

Learn, plan

Spectral
observer
Observe

DataTx/Rx-SDR
Act
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q

q a

s

a

d r

Figure 14.4 Cognitive radio structure for dynamic resource allocation. (From
Blaschke, V. and Jondral, F., An Approach for providing QoS in Cognitive Radio
Terminals, Proceedings of 4th Karlsruhe workshop on Software Radios,
Karlsruhe, 2006.)
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are suitable for wireless infrastructure communication systems cap-
able of managing multihoming. By applying the CR abilities, not only
to the allocation but also to this combined architecture, it is mandatory
to dynamically allocate RRGs by an auction sequence (AS) in order to
exploit the CR abilities [35]. The repetition of auctions will happen
very fast up to milliseconds. A class of auctions being suitable for an
allocation mechanism auction in a determinable time and with an
acceptable signaling effort in comparison with sequential auctions
[36], is the multiunit sealed-bid auction, which is the core of the
enhanced radio auction multiple access.

14.4.3 Enhanced Radio Auction Multiple Access Protocol

MAC mechanisms can be divided into deterministic and statistical
mechanisms. One well-known representation of the last mechanism
is ALOHA and its modified kind-slotted ALOHA [39]. On the other
hand, several deterministic access mechanisms are proposed in order
to avoid access interference. Besides, carrier sense multiple access with
collision detection (CSMA/CD) and carrier sense multiple access
with collision avoidance (CSMA/CA) [41] mechanisms are proposed
based on periodically repeated auctions. The resource auction mul-
tiple access (RAMA) [37] is based on sequential single-unit sealed-bid
auction that can be improved by using a multiunit sealed-bid auction
as proposed [54]. In contrast to RAMA for which the bids have no
inherent meaning because of being randomly chosen, dynamic prior-
ities resource auctions multiple access (D-RAMA) [38] allows to weigh
the bids based on the buffer size of the proper service class. The aim is
to reach a better QoS.

These protocols do not allow the users to incorporate their pur-
chase power, their experience of the past, and additional information
of the future. The proposed access and assignment mechanism,
economical RAMA (E-RAMA), allows users to express their needs,
urgency to send, preferences, and purchase power, combined with a
QoS-aware buffer management which categories the data according to
their urgency to be sent in order to fulfill the QoS criteria. E-RAMA
facilitates sophisticated functionalities of the cognitive algorithm
classes as shown in Section 14.4.4.

14.4.4 Auction Sequence and Cognitive Awareness

The demand of RRGs varies with space and time. Consider a big event
like a soccer game, where participants arrive from several directions
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and with different means of transportation like cars and trains: the
participants will concentrate on a few traffic nodes and edges like train
stations and highways and move on to the event location. The
demand will thus vary locally and dynamically. Therefore, the RRGs
of a BS should be offered to the users attending the cell and the price
should be dependent on the demand of the proper cell.

In general, the operator wants to maximize his monetary gain, by
charging the participants by their willingness to pay. In order to find
this upper limit, negotiations take place between the operator and the
users. Negotiations also allow the users to express their urgency to get
the RRGs and to incorporate their purchase power in contrast to FPMs.
The demand changes very fast, thinking on bursty traffic or moving
hot spots. Therefore, the negotiations have to be executed fast and, in
order to track the dynamic market, these have to be repeated very
shortly. Users cannot permanently address their attention to the auc-
tion or, assuming repetition of auction up to a frame duration, users
cannot physically react fast. Consequently, agents represent the
parties. These algorithms need a proper protocol and rules to negoti-
ate. A negotiation which follows proper instructions is the auction.

In an FPM, the UT need not be intelligent in terms of allocation
competition including pricing, allocation, and billing, because the price
is fixed and the BS designs the RRGs regardless of the other users. In
contrast, within an underlying AS the UTs can gain experience from the
history and accordingly modify the bidding strategy to improve the
utility by expressing the users’ needs with the bids. Collecting data,
gaining cognition, and acting according to the learned experience are
the major functionalities of the CR. Therefore, the AS allows the CR
abilities to increase the operator’s gain and provides opportunity to the
users to express their needs within the techno-economical environment.

14.4.5 Cognitive Terminal in the Techno-Economical
Environment

A terminal is cognitive, if its functionalities, which can be logically
located within all open system interconnection (OSI) International
Standards Organization (ISO) layers, allow to learn about the envir-
onment and act accordingly. Thus, the term cognitive not only
includes the learning facility but also the consequent action. The
whole processing chain of one cognitive function consists of information
extraction, learning process, and decision execution (see Figure 14.5).

The cognitive terminal senses its embedded environment and
collects data. The environment is recognized as a set of parameters
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by the cognitive terminal because of the algorithmic nature. A cogni-
tive terminal has finite resources of computational power, recognition
duration, hardware, and energy in general. Consequently, such an
entity can at most collect the whole amount of parameters represent-
ing the environment. Therefore, a cognitive terminal can only obtain
data from a subenvironment, which is defined as a set of parameters
by which a cognitive functionality describes its environment. Thus, a
cognitive terminal can collect data from a different environment des-
pite the environment the entity will act on (see Figure 14.5), e.g., the
CR is included in the cognitive terminal definition.

The AS environment, being one of the aforementioned subenviron-
ments, comprises not only economical aspects that could be assumed
at first glance, but also the action of the operators and the users, i.e.,
their behavior and the technical and physical subenvironments, which
include:

& The economical aspects that include the varying demand and
supply, the purchase power of the competitors, the auction
mechanism, and the reserve price.

& The operator mainly strives to optimize his monetary gain by
choosing and using a strategy which outputs the reserve price.

& The user’s behavior can approximately be described by prefer-
ences, utility characteristics, and budget constraints.

Gaining
information

Learning Acting
Input Output

Subenvironment

Environment

Input Output

Subenvironment

Figure 14.5 Cognitive radio in subenvironments (From Kloeck, C., Jaekel, H.,
and Jondral, F.K., Dynamic and local Combined pricing, allocation and billing
system with Cognitive radios, IEEE DySPAN, 2005.)
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& Besides the finite hardware resources including computational
power, the characteristics of the underlying RATs like data rate,
control overhead, service provision, and quality represent main
parameters.

& In addition to these four virtual subenvironments, the charac-
teristics of the physical circumstances clearly have to be taken
into account, because one major influence is the transmission
channel characterized by SNR, signal-to-noise and interference
ratio (SNIR) and basic encoding rules (BER).

The AS environment is distinguished between the operator’s and
the user’s point of view. Usually, the operator’s agent called economic
manager (EM) who is logically located close to the BS executes the
repeating multiunit sealed-bid auctions and thus gets knowledge of all
bids of every user. This information gain can be used to better estimate
the current market, users’ demands resulting in cell capacity planning
to guarantee QoS and future market prediction. The radio auction
agent (RAA) which represents the user’s interests is responsible for
MAC and hence acting within the second layer of the ISO/OSI-layer
model. The EM decides the economical information an RAA gets. The
only way by which an RAA can get economic information, whereas the
bids include the most information content, is indirectly from the EM
after an auction. The conveyed information format has to be precisely
determined in order to adjust the bidding strategy algorithms.

Besides the economical differences, the physical parameters are
clearly different for all users and generally the users do not share the
channel information affecting the radio resources needed to get a
proper QoS implicating the values of the bids. Again, the BS in an
infrastructure network elicits at least the channel state of the mobile
terminal that assists in the reserve price adjustment to optimize the
operator’s gain.

Furthermore, assuming the AS environment to be identical for
different users [44], different information extractions do not necessarily
extract the same information. Moreover, some data and parameters of
the AS environment are only known to one RAT and thus are private
information. This leads to different kinds of information provided
to different information extractions, whereas there is also common
information like the reserve price r and the maximum number of RRGs
Nmax offered per RAT. One major task of the learning process is to
estimate the behavior of the other users in order to conclude the most
opportune action following game theory [44]. The decision execution
transforms the conclusion into an action and, especially in the case of
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the aforementioned AS environment, this action will affect the same
subenvironment, thus creating a recursive behavior and preferring to a
dynamic and decentralized market.

14.4.6 Decentralized Multihoming System Structure

The auction repetition can be both periodical and spontaneous. Based
on the underlying periodical repetition of logical control protocols in
communication systems, e.g., TDMA systems, the implementation of
fast auction repetitions up to frame-based auctioning is more suitable
than undetermined ASs. In the following periodical auction repetition
only is considered.

Generally speaking, a seller can only offer a good if he can surely
sell it. Applying this to the auction mechanism and first assuming the
user cannot perform multihoming, this mechanism can only offer
goods that are not depending on the user’s environment. For example,
if the EM offers data or data rate and the user comes into an RF
shadow, the offered good cannot be provided by the operator. Thus,
the RRGs can only be frequency time bits in an FDMA/TDMA system,
code time bits in a CDMA system like universal mobile telecommuni-
cation system (UMTS), or time bits in a TDMA system like WLAN IEEE
802.11a.

As a second possibility, the user may be able to send the data over
more than one RAT simultaneously, i.e., its UT can get data by multi-
homing. For the sake of simplicity, assuming that multihoming occurs
only by RATs of one operator, it seems a UT can bid for data or data
rate no matter over which RATs the operator will transmit the data.
But, following the same argumentation as before, the operator can
only offer RRGs. The RRGs of different RATs need not mandatorily be
the same and keeping in mind that each RAT is only specialized for a
few services and not all UTs are able to transmit over all RATs, the
demand per specific service and resources available can only result in
a competition if the UTs bid for the RRGs of each RAT solely. Never-
theless, the traffic splitting over the RRGs of the RATs a user is allowed
to send, data can be optimized by a joint radio resource management
(JRRM) [45]. It can also be envisaged that if a user won RRGs of a
RAT and the connection becomes worse, the JRRM exchanges part or
the whole RRGs of another RAT if available and the UT possesses an
interface in order to increase the QoS. Therefore, the UT bids for RRGs
of each RAT available and gets a certain number of general resource
elementary credits (GRECs) per RAT, i.e., kind of vouchers that are
exchangeable, increasing the QoS of the UT and not decreasing
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the revenue of the operator. In Section 14.4.7, a system is proposed in
order to realize E-RAMA considering a controlling instance at both the
network and the user’s side.

14.4.7 System Description

The AS is used for MAC, concluding the function to be logically
located in the MAC layer of the ISO/OSI model (see Figure 14.6).
The reserve price calculator (RPC) aims to approximate the operator’s
needs and behavior. Its main goal is to maximize the operator’s monet-
ary gain by varying the reserve price of the auction. This leads to coerce
the users into bidding their true values. The RPC announces the
reserve price to all users attending the radio cell and conveys this
value to the auction mechanism. The auction mechanism collects the
bid vectors of all users by polling each user. The allocation depends
on the underlying RAT, i.e., the bids may have to be distinguished by
the QoS classes described by the technology-based constraints like
data rate and delay. Moreover, the transmission technique and mode
may restrict the RRGs allocation granularity, e.g., in OFDMA IEEE
802.16, UL and DL are separated within a frame, but the border within
the frame is dynamically adjustable with the restriction that each link
category consists of an integer number of OFDMA symbols. Thus, it
may happen that a user with a higher bid and less RRGs will be
rejected against a lower bid and more RRGs, in order to fill the

PHY PHY

Scheduler Scheduler

Bidding strategy

DL EM

Network UT

RAA UL
Reserve

price
calculator

MAC Data- 
GREC

mapping
Data- 
GREC

mapping

User
profile

manager
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Figure 14.6 System description (From Kloeck, C., Jaekel, H., and Jondral, F.K.,
Auction sequence as a new resource allocation mechanism, IEEE VTC Fall 05,
2005.)
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whole frame, increasing the overall capacity and maximizing the
operator’s gain. Realistically, the auction mechanism is proposed by
the operator and thus represents his goals. Nevertheless, the auction
mechanism has to be common knowledge, because this is the eti-
quette of the ‘‘game theory.’’ Otherwise, in terms of game theory, the
other players have no chance to choose a rational bidding strategy. In
a manner of speaking the users are unarmed and have no confidence
in the system, resulting in a change of the operator.

In the UT, the RAA is responsible for the bidding process in order
to maximize the user’s utility subject to the AS environment. There-
fore, the RAA needs information from the user about the cost con-
straints for each service, the relative preference of the services, and the
utility depending on the preferences and the fulfillment of the service.
The user profile manager (UPM) serves as a user interface and pro-
vides information to the RAA entities. The arriving data from the third
layer will be splitted into different QoS buffers by a convergence layer.
The buffer management categorizes the data for each QoS buffer into
critical and uncritical data. Critical data should be urgently sent before
the next auction to meet the QoS criteria. By contrast, the uncritical
data are waiting in the buffer, but the QoS does not allow to send them
within this auction period. The goal of this evaluation is to convey
information to the bidding strategy to fulfill the QoS. Consequently,
the utility of the critical data has to be higher than the uncritical data.
The data GREC mapping (DGM) maps the number of the categorized
data to the corresponding number of RRGs needed. Therefore, the
DGM needs information about the physical environment, e.g., the
channel properties, and about the RAT characteristics like modulation,
control overhead, and coding.

The information from the UPM about the user, from the DGM
about the data categorization, and the results of the last auction serves
as input for the bidding strategy that will be explained in Chapter 15.
The bidding strategy and the RPC are adaptive and learn about the
environment. These algorithms can be implemented by several artifi-
cial intelligence methods like Bayesians and neuronal networks or
other analytical learning mechanism [36]. The whole system is a
multiagent system specialized to sophistically allocated resources [42].

14.4.8 Bidding Strategy

The bidding strategy [44] possesses an integral and a differential part.
The integral part incorporates past auctions and thus the past users’
behaviors in order to predict number of GRECs won Nl

w,x,y for QoS
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buffer l of link y 2 {UL, DL} and data category x 2 {cri, uncri} depend-
ing on the proposed bidding vector bid. On the other hand, the
differential part changes the bid value b afterwards if the auction
conditions like reserve price r and number of demand Ndem have
been kept stable, but the goals are not fulfilled. The design of the
bidding strategy aims at satisfying the user’s wishes, i.e., this algorithm
tries to act as the user would do. The action goals can be sorted
according to the following decreased-ordered priority list:

1. Keeping the budget constraint
2. Fulfillment of the QoS
3. Maximization of the utility
4. Minimization of the costs

As in normal life the bidding strategy will get a budget where the
costs must not exceed. The user adjusts this budget constraint with the
UPM. This item is the most important restriction to the bidding strategy
to keep confidence to the user and is allowed to act without the user’s
permanent supervision. The budget constraint can be differential or
cumulative. A differential budget constraint means that the maximum
costs per QoS class, data category, and link are given for one auction.
On the other hand, a cumulative budget constraint summarizes all
other opportunities like cumulative costs per auction, whereas the
sum of the bid per auction must not exceed this limit. In addition,
the accumulation over time can be envisaged, i.e., cumulative costs
over several auctions have to be below a proper threshold.

Within this economical framework the requested service should be
executed as good as possible. A service is defined by a set of param-
eters that are determined, fixed, or tolerated within an interval to
execute the service satisfactorily. In this case, the second layer offers
several different services to the third layer. The convergence layer in
between has to assign the incoming data to proper service classes. The
data in a service class can be categorized according to the urgency to
send them with respect to the parameter specification fulfillment. If
some or even all parameter specifications are injured, the QoS suffers,
i.e., the bidding strategy is responsible for awarding as much RRGs as
necessary to transmit the data according to their urgency to fulfill the
QoS. The bidding strategy will at first bid for the critical data and
afterwards for the uncritical.

After this preselection of the bids that optimally fulfill the QoS, the
utility of transmitting the proper data will be determined and maxi-
mized. In other words, these data within each category, but over the
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service classes, will be selected for transmission which maximize the
QoS. For this data the bidding strategy will submit bids bid.

Rationally, keeping in mind the leeway of the budget constraint for
the bids in order to reach the goals of (1) and (2), the bidding strategy
must be anxious to minimize the costs in line with the common user’s
wishes.

14.4.8.1 Input
The bidding strategy gets its input from the QoS buffer management
and the UPM. The QoS buffer management determines the critical data
Dcri that should be urgently sent and correspondingly the uncritical
data Duncri within this auction period T, and maps these data to the
number of GRECs Nl

w,x,y that are the goods to be auctioned per link
and QoS and data category.

The UPM provides the bidding strategy with the user relevant data
concerning purchase power and preferences. The user can adjust for
each QoS class in uplink/downlink a maximum value cl

x,y that the cost
per GREC must not exceed. Thus, he is able to influence the price of
the data of different QoS classes mainly representing different appli-
cations like real-time audio data for a phone call or best effort data for
an e-mail download.

Second, the user can express his preferences by a preference
vector a. Its components al

x,y indicate the relative personal evaluation
of the QoS classes, e.g., if a user is more sensitive to a noisy phone call
than to a disturbed FTP download, the QoS class mainly containing
phone data will get a higher al

x,y than the one representing FTP.
The input to the BIS is represented as a set of quintuples I:

I ¼ {(a
x,y
l , N

b,x,y
l , l, x, y)jl ¼ 1 . . . L, x 2 fcri, uncrig,

y 2 {UL, DL}}
(14:1)

in which L is the number of QoS classes of only one link.

14.4.8.2 Utility Function
The bidding strategy aims at satisfying the user’s utility function as
good as possible and contemporarily saving money. The utility func-
tion hl

x,y (al
x,y, Nl

b,x,y, R) combines the use of resources expressed by
the number of GRECs Nl

b,x,y needed to satisfy the QoS requirements of
each class in uplink/downlink and the user preferences represented
by a preference vector a. The variable R serves as a limiter of the
utility, i.e., the utility of Nl

b,x,y>R remains the same regardless of any
additional goods:

Yan Zhang / Wireless Mesh Networking AU7399_C014 Final Proof page 494 23.10.2006 1:33pm

494 & Wireless Mesh Networking



h(a
x,y
l , N

b,x,y
l , R) ¼ h(a

x,y
l , R, R) N

b,x,y
l > R

h(a
x,y
l , N

b,x,y
l , R) N

b,x,y
l < R

(

(14:2)

The limitation property can be switched off by converging R to infinity:

h(a
x,y
l , N

b,x,y
l ) ¼ lim

R!1
h(a

x,y
l , N

b,x,y
l , R) (14:3)

The user can also choose his basic utility behavior for each QoS class
categorized by the well-known economic expressions: risk-averse,
risk-neutral, and risk-encouraged.

If the utility function hl
x,y (., Nl

b,x,y, R) is risk-averse in Nl
b,x,y, the

differential utility dhl
x,y and in this case the additional utility of more

goods will decrease if Nl
b,x,y increases. Considering a risk-neutral

function, the differential utility dhl
x,y is equal to each additional dif-

ferential good dNl
b,x,y. If there exits a QoS class for which the QoS has

only fulfilled sending complete datagrams, the user will choose a risk-
encouraged function whose differential utility increases in Nl

b,x,y. All
the utility functions have the following two properties in common:

1: h
x,y
l (a

x,y
l , 0, R) ¼ 0

2: h(a1, n0, R) > h(a2, n0, R) $ a1 > a2

The first expression means that there is no utility if no goods are
available, and the second states the increased utility by an underlying
higher preference assuming utility functions of the same category.
Especially, for the risk-neutral class another property holds with
respect to the derivative h’:

3: h0(a1, � , R) > h0(a2, � , R) , a1 > a2

This property mainly reduces the effort of computer in finding the
optimized bid vector.

14.4.8.3 Risk-Averse Utility
The differential utility of the critical data is constant in most cases,
because a lost critical datum is indistinguishable from its buffer location
and temporal position. Consequently, the respective utility function is
linear. The critical data of a QoS buffer have to produce a higher utility
than the uncritical. The importance and the additional characteristic of
the critical data, e.g., to transmit, are apparent in comparison with the
uncritical data. All the other characteristics are the same. The data in
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the QoS buffer can always be sorted to get a concave utility graph, if
the order of relation is the urgency to keep the QoS parameter limits
and the differential utility is monotonically decreasing in the urgency.
The data will be sorted in a descending order. Thus, the first data are the
critical ones, followed by the uncritical. Last but not least to save
computation power this concave function can be approximated by
two linear functions, a linear utility for each of the critical and uncritical
data. This is an approximation of the well-known risk-averse behavior
observed in economic studies. The critical and the uncritical utility
function, h(al

cri,y, Nl
cri,y, Ll

cri,y ) and h(al
ucri,y, Nl

ucri,y, Ll
ucri,y ), can be

described by the preference-limiter tuple (al
x,y, Ll

x,y ).

14.4.8.4 Utility Criterion
The main goal of the bidding strategy is to approach the utility
function of the GRECs needed and the GRECs won. Therefore, the
criterion of the difference function Dh(x, y) is defined as:

Dh(x, L) ¼
X

i

h
x,y
l (a

x,y
l,i , xi, Li)� h

x,y
l (a

x,y
l,i , Li, Li)

h i

(14:4)

The difference utility function is always nonpositive and the value
indicates the utility missed. The quadratic error utility is not chosen,
because based on its minimization result, one cannot conclude the
utility maximization result. For example, consider two different x1 and
x2, where both of them affect the same quadratic utility error, but the
gained utility is different. Thus, the x has to be chosen with the highest
utility to reach utility maximization and not the one with the minimum
quadratic utility error. By minimizing the quadratic error utility there is
no incentive to favor utility functions to get very close to their utility
wanted, but gain less additional utility, over utility functions for which
the difference to the utility wanted is higher, but gain more additional
utility. Thus, the absolute utility maximization suffers from the quad-
ratic error functions.

14.4.8.5 Bid Representation
The bid vector bidk of user k is a vector consisting of quadruple
elements:

bidk ¼ xi(N
b,x,y
l,i , bi, y, l ) (14:5)

The information of one quadruple includes the number of RRGs Nl,i
b,x,y

needed for link y and SC l. For each RRG of Nl,i
b,x,y the RAA bids bi.
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Depending on the RAT, DGM, and auction protocol, the bid vector
size can be limited and information can be rejected.

14.4.8.6 Ideal Strategy
Ideally, the bidding strategy possesses complete information of the
other users inter alia their bids. The goods a bidder wins are a
deterministic function of his own bids bid and the bids of the other
users bid�k :

N w ¼ AM(bidk, bid�k) (14:6)

Besides this, the strategy philosophy has to be expressed in a formal
statement and measure in order to design algorithms. The aim of the
bidding strategy is to maximize the utility difference of the utility won
and the actual utility wanted under condition of a certain bid constel-
lation for the critical data:

S3 ¼ {bidjarg max
bid

Dh(N w,cri, N b,cri)} (14:7)

The set S3 includes all bids bid which maximize the utility difference
function for the critical data. The same procedure will be applied for
the uncritical data with respect to S3:

S2 ¼ {bidjarg max
bid 2 S3

Dh(N w,ucri, N b,ucri)} (14:8)

Till now, this set of bids maximize the utility difference of the uncrit-
ical data subject to the maximization of the utility difference of the
critical data. After calculating the set S2, the bid vector bid 2 S2 will be
chosen which minimizes the costs:

bidk 2 S1 ¼ {bidjarg min
bid2S2

c} (14:9)

Especially, in a discriminatory auction the cost cdis depending on the
bidi and the number of GRECs Nl,i

b,y can can be expressed by:

cdis ¼
X

N
w,x,y
l,i bi (14:10)

14.4.8.7 Strategy for Incomplete Information
The bidding vectors that are intended to be submitted have to be
covered by the bidding strategy by not assuming a cooperation
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among the agents. Thus, the bidding vectors bid�k are unknown
information resulting in using stochastic methods, and the method
only approaches the ideal bidding strategy. The number of goods won
are no longer deterministic. The bid�k are characterized by a prob-
ability density h(b�k). The conditional probability P{N w j bidk} of the
goods won N w is subject to the own bid vector bidk.

14.4.8.8 Integral Part
The bidding strategy approaches the ideal strategy, by maximizing the
expectation of the utility difference subject to the bid. Equation 14.7
and Equation 14.8 are modified to:

S3 ¼ bidjarg max
bid

E{Dh(N w,ucri, N b,cri)jbid}

� �

(14:11)

S2 ¼ bidjarg max
bid2S3

E{Dh(N w,ucri, N b,ucri)jbid}

� �

(14:12)

The minimization of the cost is transformed into a worst-case estima-
tion resulting in the minimization of the maximum expected costs
given by Equation 14.9:

bidk 2 S1 ¼ {bidjarg min
bid2S2

max c} (14:13)

specifically for a discriminatory multiunit sealed-bid auction:

max cdis ¼
X

N
b,x,y
l,i bi (14:14)

The selection of the expectation instead of a probability optimization
is based on the right balance of a priori calculated losses and the
probability that this utility will occur. For instance, choosing a max-
imum a posteriori or a maximum likelihood estimator, both maximizes
probabilities of either the value of the utility difference subject to the
bids or vice versa. Consequently, in latter cases the measure of both
the utility and the corresponding occurring probability is missed.

14.4.8.9 Allocation Estimation
Assuming that the bids bid�k of the other users are independent and
identically distributed according to the relative frequencies of the
histogram ~hhx(xjr, Ndem) based on the bid�k won, the probability P
{x < bi}¼Hk0

k (bi ) that given k0 and other bids at most k bids are higher
than bidi can be calculated:
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H k0

k (bi) ¼
X

k�1

l¼0

k0

l

� �

[HX (bi)]
k0�l � [1� HX (bi)]

l (14:15)

where k¼min{Nmax, Ndem}. If k> k0, Equation 14.15 converges to a
binomial progression and thus Hk

k0(bi)¼ 1. That is, if the demand Ndem

is smaller than the supply, the user will get k� k0� 1 GRECs
with probability 1. The corresponding probability density hk

k0(bi) to
Equation 14.15 that will be used in the proposed algorithm is

hk0
k (bi) ¼ k0hX (bi)

k0 � 1
k� 1

� �

[HX (bi)]
k0�k[1� HX (bi)]

k�1 (14:16)

The expected number of goods N e won given a proper bid constella-
tion bid can be determined by applying Equation 14.15:

N e ¼ E{N wjbid} ¼
X

2L

i¼1

N
e,x,y
l,i (14:17)

N
e,x,y
l,i ¼

X

sN
b,x,y

l,i

j¼sN
y
l�1,i

H k0
Nmax�j(bi) (14:18)

sN
b,x,y
l ¼

X

u<l

N b,y
u (14:19)

The GRECs are estimated and the corresponding bids are comprised in
a tuple (Nl,i

e,x,y, bi).

14.4.8.10 Derivation of the Algorithm
In the following it is assumed that the DGM works optimally, i.e., for a
given number of goods won, N w the division to the link, QoS classes,
and categories maximizes the utility. Moreover, the bids of the others
are assumed to be independent and identically distributed. The own
bids underly a differential budget constraint:

0 � bi � ci (14:20)

The goal of the algorithm is to compute the solution of the strategy
with incomplete information by Equation 14.11 through Equation
14.13. The expectation of the utility difference subject to bid vector
bidk can be written using order statistics:
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E{Dhjbidk} ¼
X

Nmax

n¼0

E{DhjN w ¼ n} � H Nmax
Nmax�n(bin)� H Nmax

Nmax�nþ1 bi(n�1)

� �� �

¼
X

Nmax

n¼1

X

z

h(az ,N
w
z ,N b

z ) � HNmax
Nmax�n(bin)� HNmax

Nmax�nþ1 bi(n�1)

� �� �

�
X

z

h(az ,N
b
z ,N b

z ) (14:21)

X

z

N w
z ¼ N w (14:22)

The maximization of Equation 14.21 is equivalent to maximization of
the first sum in Equation 14.22 with respect to the bid vector. Thanks
to the conditional expectation notation, only the order statistics
terms are dependent on the bid vector. The cumulative probability
function Hy

Nmax (x < w) is both monotonically increasing in y and w,
therefore all summands are positive by keeping in mind the non-
negative utility difference h. Now, taking the assumption of the
optimal allocation and that a bidding strategy bids at most for N b

RRGs in the whole, the difference between two adjacent utility
functions is always nonnegative:

X

z

h(az , N w
z , N b

z )jN b �
X

z

h(az , N w
z , N b

z )N b�1 � 0 (14:23)

X

z

N b
z ¼ N b (14:24)

Reordering Equation 14.22 with respect to the cumulative distribution
function gives a sum with nonnegative summands, each of it increases
in the bid value bin

:

E{Dhjbidk} ¼
X

Nmax

n¼1

X

z

[h(az , N w
z , N b

z )jN w¼n � h(az , N w
z , N b

z )jN w¼n�1 � H
Nmax
Nmax�n(bin)

�
X

z

h(az , N b
z , N b

z )
(14:25)

Thus, the maxima of Equation 14.23 can be found by only considering
the probability density function of Equation 14.16. This equation is
zero if the single density function hX(bi) is zero or the corresponding
cumulative distribution function is 0 or 1. The latter two cases are
included in the first one. The global maximum of Equation 14.25 for
bin
2 [0, cin

] is cin
, if hn

Nmax (cin
) is unequal to zero. Otherwise, there
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exists one single interval, in which the cumulative distribution func-
tion is globally maximum. To simplify matters, the kernel equivalence
relation pf of a function f (x), x 2 [a, b] is introduced:

(x,y) 2 pf , f (x) ¼ f (y) (14:26)

For this equivalence relation the equivalence classes [x]pf
are one-

to-one.

14.4.8.11 Algorithm
The maximum costs cin

are in descending order. That is, the definition
interval of bid bi(nþ 1)

is a subset of the interval of bin
. The maximum bid

reached by bin
is at least as high as the one gained by bi(nþ1)

. Thus, bids
are also in descending order and this order relation is equivalent to the
cin

order relation. Therefore, the expectation of the utility difference
E{Dh} is maximized by choosing the bids bin

of [cin
]pHX

and from this
select the minimum bid to minimize the maximum expected costs.
Consequently, the algorithm starts for the least significant bid biNmax

and
steps down from ciNmax

to the reserve price until hX is unequal to zero.
That is, given hX (x) with x 2 ½r ,ciNmax �, the first step can be expressed
formally as:

biNmax¼min ciNmax
½ �

pHX

(14:27)

For the second least significant bid the procedure is the same, but the
searching space is at least reduced to ciNmax ; ciNmax�1

. If the downstep-
ping search has reached ciNmax

without finding hX is unequal to zero,
biNmax�1

is automatically equal to biNmax
:

biNmax�1
¼ min

x
ciNmax�1

h i

pHX

� �

� xjx < bi�1ðNmaxþ1Þ
� �

(14:28)

The following steps are similar to the second one in finding the
corresponding bids. The searching space for the kth bid bik

is at least
to the last maximum cost limit ci(kþ1); hence, Equation 14.28 can be
generalized to:

bik ¼
min

x
[cik ]pHX

n o

� {xjx < bi(kþ1)
} (14:29)

The computation time of the algorithm is independent of the number
of users and goods, but at most linear to the number of quantization
steps of the bids assuming bids with the same maximum costs are
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bundled. This can be seen, because this algorithm scans partly distin-
guished intervals of the bid space and searches for maxima of HX.

14.4.8.12 Differential Part
The bid vector which is chosen out of the set S1 is the result of the
integral part taking long history into account. If the main auction
parameter r and Ndem remain stable and the same history information
is used, the differential part is activated in order to decrease or
increase the bid by + bidunit. The algorithm can be roughly
described in two cases:

& if Nl
w,y¼Nl

b,y in the past auction^9b�k < bi in) bi¼ bi� bidunit
& if Nl

w,y < Nl
b,y in at�T) bi¼ biþ bidunit

The first case reduces bids if there are lower bids of the other users. In
the second case, if the user gets less GRECs than expected, the
differential part increases the bids in order to improve the allocation.
Also, constraints like cl

y are included in the algorithm.
The bid vector bid will be sent to the auctioning mechanism. A bid

bidk must include proper link and, especially for the downlink, the
proper QoS class must be highlighted. This information is needed
afterwards to allocate the resource. If this information is missing, the
action mechanism is not able to allocate the resources concerning
technical constraint.

14.4.9 Distributed Interbase Station Spectrum Sharing

The concept of spectrum renting (rental protocol) enabling a second-
ary usage has been initially proposed by Mitola in the specific case of
spectrum pooling [2]. The usage of As-based MAC mechanisms in
support of spectrum sharing has been further elaborated [35] and
extended in a multiradio technologies environment [32]. These
schemes consider auctioning between several users (CR-enabled)
competing to resource access and usage within the same cell. It is
also proposed that [25] CR could facilitate ‘‘real-time automated nego-
tiation of leased use rights’’ enabling spectrum sharing in a distributed
and real-time fashion between cells belonging to different networks.
With respect to this, it also makes sense to use game theory mechan-
isms developed in the auctioning for real-time spectrum sharing at
the cell level, i.e., between primary and secondary BSs of different
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networks. A rental protocol-based radio etiquette (coexistence reso-
lution and negotiation) supporting distributed dynamic radio channel
allocation between neighboring cells has been proposed [33]. This
protocol ensures fair spectrum sharing while maximizing spectrum
efficiency. Further application of auctioning theory for radio resources
sharing between users and operators can be found in Cicirello and
Smith [34].

14.5 CONCLUSION

Finding new models for regulating spectrum and new intelligent
algorithms to allocate it as closely as possible to the needs requires a
joint cooperation between regulators, economists, and engineers.
Several initiatives (conferences and workshops) are being organized
at an international level that are specifically dedicated to spectrum
aspects. The challenge is to turn the spectrum ‘‘issue’’ into a spectrum
‘‘business’’ or ‘‘potential’’ for creating new markets for wireless appli-
cations. New technologies will emerge from this and they will have to
be somehow disruptive to really bring a significant gain in the short,
mid or long term. Dynamic spectrum allocation is a key aspect, but is
still a broad concept potentially leading to many kinds of approaches.

The distributed approach uses concepts inspired from economics
and sociology, and adapts these concepts to wireless systems. It
requires an entirely new way of modeling a system, making it a
disruptive approach. The challenge is to find a set of simple rules
that can be used by individuals for locally interacting with their
neighbors, if we desire a given complex behavior at the system
level. In other words, the system is controlled from inside and the
complexity is generated by the system itself, but is not linked with the
rules used.

In this chapter, CR and its related properties have been presented.
Then, heteromorphic waveform-based technologies enabling dynamic
spectrum sharing also have been discussed. The concept of interfer-
ence temperature has been described as a new figure of merit assessing
interference levels of spectrum use. In Addition, some examples on a
distributed approach of the dynamic spectrum allocation based on SI
and game theory metaheuristic have been addressed. The key concept
is based on CR for each individual and a multiagent system on the
whole.

Finally, the CR approach is extended, including pricing, allocation,
and billing. Besides the fixed price market model, cognitive terminals
allow a distributed and dynamic pricing and billing. On the one hand,
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the operators can better adapt to the market and the users’ wishes, and
on the other hand the users are now able to express directly their
needs by bids. Consequently, a dynamic market model is at least as
good as the current FPM for the monetary gain of the operators and
the satisfaction of the overall utility.
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Today, public safety and first-responder networks demand solutions
based on open standards that perform better than existing emergency
networks. Wireless mesh networks (WMNs) constitute a promising
technology for these environments. In this chapter, we propose a
proof-of-concept public safety WMN for firefighter interventions
based on current commercial equipment. We carry out a comprehen-
sive market analysis in order to select a suitable platform to build our
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prototype. The overall system performance is presented and validated
according to specific performance criteria and system requirements
for this case. Results show the feasibility of the solution, although
further research is needed to fulfill all the requirements. Finally,
open issues are discussed.

15.1 INTRODUCTION

Firefighters work in very rough conditions to save people’s lives while
risking their own. In the United States alone, fire causes more than
4000 civilian deaths, 100 firefighter deaths, 25,000 injuries, and $11
billion in property losses every year [1,2]. Tragic events like the attacks
on September 11, 2001 have brought the crucial role played by fire-
fighters in emergency situations to the attention of the media.

Firefighters have to move around unknown places to put out fires.
They can get lost or even isolated. In a best case scenario, they may
have a map of the area (e.g., a burning building). However, smoke,
fire, and noise make orientation difficult. In current systems, most
radio messages describe a firefighter’s location. Ideally, location
should be user-transparent, i.e., it should not require human interven-
tion. In general, communication between firefighters and the incident
commander, who coordinates the emergency operation at the control
center (CC), is vitally important.

Today, communications solutions in emergency scenarios are
based on private mobile radio (PMR) systems. These systems use
low-frequency signals, which provide good coverage and penetrate
walls easily. At low frequencies, channels are narrowband. As a result,
they can only offer analog or digital voice capabilities and very limited
data services suitable for status messages or short messages. Never-
theless, nearly all communications are currently voice-based, despite
the surrounding noise (due to the fire, people shouting, sirens blaring,
chain saws, etc.). Today’s PMR systems are based on the digital tech-
nologies of Terrestrial trunked radio (TETRA) [3] and the Association
of public safety communications officials (APCO P25) [4]. The TETRA
system offers direct mode operation, which allows direct communica-
tion between terminals without network infrastructure. TETRA can
only be used to transmit voice messages and short messages, due to
the very limited data rates available (around 2.4 Kbps, with the highest
protection level). With these data rates, the CC cannot be kept
informed of the status of each firefighter. In order to increase the
available bit rate, higher bandwidth is required, which involves
using higher frequencies. If more bandwidth were available, visual
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information such as maps, in addition to text orders, could be
provided to firefighters and viewed on a helmet-mounted display.
(Firefighters are too busy to watch a screen for long periods of time,
and it is difficult for them to use a terminal while they are wearing
gloves.) Likewise, firefighters could send image content to the CC.
Video and pictures taken at the scene of a fire are very useful
for tactical firefighting response [5]. Other new broadband services
that may further improve the efficiency of emergency tasks include
robotics, remote control, and data collection from a large number of
monitoring sensors.

The US Federal Communications Commission (FCC) allocated
50 MHz in the frequency band from 4940 to 4990 MHz to enable
the provision of broadband services for emergencies [6]. This should
enable IEEE 802.11a/j and digital short radio communications (DSRC)
products to be adapted [7]. The availability of broadband services
does not exclude the introduction of voice-over Internet Protocol
(VoIP) services in the long term, although the latter may be used as
a backup option rather than as a substitute for current voice com-
munications systems [7]. However, integrating services into a single
system could be considered for reasons of efficiency and cost. If this
were done, IP multicast support could emulate the group voice
communications currently used by firefighters. Other US
government actions aimed at improving the efficiency of public
safety response are led by the SAFECOM program [5]. This program
has produced a state of requirements (SoR) document, which
contains a set of requirements for an interoperable public safety
communications (PSCs) system. The SoR defines an operational
organization with different models of PSC networks. The following
PSC networks are considered:

& Personal area network (PAN): a network for connecting devices
carried by individuals

& PSC user group network (PUGN): an ad hoc network made up
of network nodes carried by different individuals

& Incident area network (IAN): a temporary network created to
support communications during an incident

& Jurisdictional area network ( JAN): a permanent infrastructure
covering a wide area (e.g., a city) for supporting communica-
tions in emergency situations

& Extended area network (EAN): a network that provides com-
munication between regional and national public safety
networks
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Communication between the entities deployed in an emergency is
provided by an IAN. IANs should be easy to deploy and should
support a certain degree of user mobility. Communication with
remote locations such as other IANs or dispatch centers is supported
by a JAN. JANs should offer backbone capacity. Both IANs and JANs
should be robust to any link or node suppression by offering sufficient
path redundancy in the event of catastrophe. In view of the features of
PUGNs, IANs, and JANs, together with the demand for broadband
applications from the public safety community (e.g., firefighters),
WMNs appear to be a promising solution for these kinds of PSC
networks due to their inherent robustness in terms of available
paths, self-configurability, and self-healing properties.

A WMN can use IEEE 802.11a/j-like radio interfaces and thus offer
broadband capacity in emergency scenarios. These technologies have
range limitations due to restrictions on the power transmission
allowed. In the new 4.9 GHz band, power can be boosted to allow
better building penetration. Unfortunately, the channel delay spread
may still introduce coverage restrictions, especially in the case of
outdoor use [7]. The multihop approach of a WMN makes it possible
to overcome the aforementioned limitations.

One key factor that may determine the success of WMN technol-
ogy is interoperability, which is another major problem identified in
emergency response operations [5]. Standard technologies must there-
fore be used. Gateways to interconnect devices using different proto-
cols can only be developed when such protocols have public
specifications. Standards also offer other advantages over proprietary
solutions. The public availability of standard technologies makes them
easy to implement on different platforms. As they are adopted on the
mass market, they are also cheap. Wireless local area network (WLAN)
technology makes it possible to build WMNs based on commercial
off-the-shelf (COTS) technology.

This chapter describes our experience in designing, building, and
evaluating a proof-of-concept WMN for fire emergencies. The remain-
der of the chapter is organized as follows. First, we define the pro-
posed WMN system for fire emergencies. Next, we identify several
requirements of the scenario defined. We then discuss the WMN
products that are currently available on the market in order to select
the platform that best matches our specific requirements and to im-
plement a prototype. We then validate the proposal by implementing
and testing a system with open standards that provides voice, video,
and data communications between groups at data rates that are higher
than those of current emergency systems. Results show the feasibility
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of the solution, although further research is needed to fulfill all the
requirements. Finally, we discuss open issues.

15.2 OVERVIEW OF THE PROPOSED WMN

Section 15.1 summarized a set of capacity and functionality problems
in technologies currently used by firefighters. We pointed out that a
WMN system may provide a solution to the limitations identified.
Here, we propose a WMN system that can implement an IAN or a
PUGN. We focus on the case of a residential fire scenario involving
a building in flames. Next, we describe and justify the system
architecture.

Our solution is based on a set of relays using standard IEEE 802.11
radio interfaces and IP-based technology. These relays must be
deployed inside and outside the building in order to ensure full
coverage of the area. Outdoor coverage can be provided by equip-
ment placed at the firefighters’ vehicles and connected to the CC. We
will refer to these outdoor devices as outdoor nodes (ONs). Indoor
coverage can be provided by relay nodes deployed ad hoc by fire-
fighters as they walk around the building. We will refer to these nodes
as seeds. The idea is to build a mesh network with the ONs, the seeds,
and each firefighter’s radio equipment, which we will call the fire-
fighter terminal (FT). ONs and seeds constitute the backbone of the
mesh network, which ensures connectivity in the affected zone. The
FTs are nodes of the mesh network that can also perform routing and
forwarding tasks, thereby offering additional connectivity options. In
accordance with a prior definition of WMN architecture, the ONs and
seeds act as mesh routers while the FTs act as clients [8]. The WMN
proposed for fire emergencies is therefore a hybrid WMN. Figure 15.1
illustrates the system architecture in a sample emergency scenario. In
our proof-of-concept WMN, we consider the provision of unicast
services (VoIP, video, and file transfer) and multicast services (VoIP
and collaborative whiteboard).

15.3 REQUIREMENTS

We next enunciate a set of requirements that should be fulfilled by the
proposed WMN system. We set out a number of general requirements,
which lead to a set of specific requirements. The specific require-
ments include the following categories: hardware, radio and network
topology, performance, routing protocol, and other requirements.
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15.3.1 General Requirements

We identified the following general requirements for our targeted
WMN system:

& Easy deployment: Network nodes should have self-installing
and self-configuring capabilities to avoid firefighter interven-
tion during an emergency. FTs should be carried and seeds
should be deployed by firefighters.

& Robustness: The network must be robust and provide sufficient
path redundancy to avoid FT isolation. In a fire emergency,
this aspect is vitally important. The network must also be self-
healing in order to react quickly to topology changes.

& Broadband services: In addition to text-message and voice
services, the system must be capable of providing either inter-
active or noninteractive image or video services. Quality of
service (QoS) mechanisms, e.g., traffic prioritization, should
be applied in order to adjust the network to the requirements
of these services.

& Use of standard protocols: Standard communications protocols
are preferred in order to facilitate interoperability between
the communications devices. The reasons for this requirement

FT: Firefighter terminal

S: Seed CC: Control center

ON: Outdoor terminal

FT3
FT2

FT1
FT4

ON1

CC

ON3 ON2

S

S

S

S

Figure 15.1 An emergency scenario. The CC is linked to three ONs, which
provide coverage extended by firefighter-deployed seeds.
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include the development of gateways and the availability of
low-cost products on the market.

& Affordable equipment: The use of COTS technology is pre-
ferred in order to build a WMN at a low price.

15.3.2 Specific Requirements

On the basis of the general requirements, we derived the list of
specific requirements shown below.

15.3.2.1 Hardware Requirements

& Form factor and weight: Firefighters should carry several seeds
in addition to their own FT. These devices must be small and
light enough for them to carry.

& Indoor and outdoor operation: FTs and seeds are expected
to be used mainly indoors, while ONs are defined as outdoor
devices. Network nodes should therefore be able to operate in
both indoor and outdoor scenarios.

& Batteries: The battery life of the nodes should ensure full
operation throughout a fire incident.

15.3.2.2 Radio and Network Topology Requirements

& Multiple radio interfaces: Theuseofmultiple radio interfaces and
different channels can maximize WMN capacity [9]. Since the
system we propose is a hybrid WMN [8] with multiple available
radio interfaces, one of them can be devoted to backhaul pur-
poses while alternative interfaces and frequencies can be used
for communication between infrastructure nodes (i.e., ONs and
seeds) and clients (i.e., FTs). In addition, several radio channels
can be used, which makes it possible to avoid using an interfered
frequency. Thus, this feature makes the WMN more robust.

& Radio interface technology: The use of a 4.9 GHz spectrum
interface conforms to the US public safety band reserved for
broadband applications. Additional support for a 2.4 GHz band
is useful for connecting laptops or handheld devices (e.g.,
PDAs) to the WMN, since wireless connectivity of such devices
is currently based on IEEE 802.11b technology.

& Client relay capability: In order to provide additional path
redundancy to the proposed WMN system, clients should be
able to relay data. The system therefore uses the aforemen-
tioned hybrid WMN approach, since it includes infrastructure
nodes and client relays.
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15.3.2.3 Performance Requirements

& End-to-end latency: End-to-end delay should be kept to a
small or assumable value since it affects the performance of
data communications, especially for real-time services such as
the remote control of robots and voice communications. Typ-
ical one-way delay requirements for VoIP services are below
150 ms.

& End-to-end bandwidth: We refer to the available bandwidth in
a path without broken links. Reactivity to topology changes is
considered in a separate performance parameter. Enough end-
to-end bandwidth should be available to allow the use of
services such as video streaming or the remote control of
robots. For push-to-talk (PTT) voice communications a recom-
mended minimum of 80 Kbps is suggested. Bandwidth require-
ments for video communications depend on the image quality
and frame rate. For video surveillance a bit rate close to 200
Kbps is sufficient.

& Route change latency: Connectivity gaps should be minimized,
thereby maximizing service availability. We have defined a par-
ameter called route change latency (RCL) as the time difference
between the moment in which a link fails and the moment in
which an alternative route starts being used [10]. Connection gaps
should be lower than 2 s to avoid voice message losses.

15.3.2.4 Routing Protocol Requirements

& Optimized metrics: Several works in the literature show that
routing metrics that take link quality and/or network conges-
tion into account perform better than the default minimum
hop-count metric [11,12].

& Load balancing: In order to minimize network congestion,
support for load-balancing mechanisms would be a valuable
feature [13].

& Support for multiple interfaces: To exploit the benefits of using
multiple radio interfaces, the routing protocol should be able to
deal with more than one interface within the same network
node.

& Multicast support: If group communications are supported by
the WMN system, a routing protocol with multicast support must
be used.

15.3.2.5 Other Requirements

& Location: In the event of danger (e.g., flashovers, backdrafts,
hidden fires, structural collapses, personal hazards), location is
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a critical element for identifying where any affected firefighters
are. Firefighter location requirements are tight and require a
location error of less than 1 m.

& Security: Security services such as privacy, authentication, in-
tegrity, and preventing denial of service (DoS) attacks are
generally desired. However, not all public safety agencies re-
quire the same degree of security. For instance, law enforce-
ment teams demand a higher degree of security than fire
emergency teams.

15.4 MARKET ANALYSIS

This section examines a comprehensive set of WMN products cur-
rently available on the market. Our goal is to choose the most appro-
priate network node platform for our proposed WMN for fire
emergencies. Our analysis takes into account the requirements set
out in Section 15.3. Since we expect that further tuning will be neces-
sary to adjust the platform to our needs, we also consider whether the
platforms are open. For instance, the possibility of tuning routing
protocol parameters is an important issue since network performance
is sensitive to routing protocol settings [10,14].

In the last two years, many proprietary and open solutions [15]
have emerged to provide wireless mesh connectivity. Some com-
panies focus on extending network coverage and providing broad-
band wireless access. Other products on the market offer solutions for
rapid deployment of temporary networks. Such WMNs are intended
for military, disaster recovery, and public safety purposes, among
others. All these products may be used as IANs and JANs. However,
since our WMN is intended for use in residential fire emergencies, our
requirements are tighter, especially in terms of device portability. In
order to compare all of the considered WMN solutions, Table 15.1
shows the features of the solutions available on the market, including
their degree of compliance with the stated requirements. The infor-
mation presented was either provided by manufacturers or obtained
from public documents [16] in 2005. We have endeavored to keep the
information updated. We next identify a number of features that facili-
tate comparison between products, indicating several representative
examples in each case.

15.4.1 Number of Radio Interfaces

The number of radio interfaces available in WMN products ranges
from one to a few. This number depends on the architecture of each
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specific WMN system. Some of the solutions have only one available
radio interface, as is the case for the products from Firetide [17],
Tropos [18], and Nova Engineering [19]. Other approaches are based
on using two radio interfaces in order to divide the backhaul and
client access functionalities, such as SkyPilot [20] and Nortel Networks
[21] solutions. Other products have even more available interfaces. For
instance, one of the Access/One network devices from Strix Systems
[22] is able to support up to six wireless interfaces. Furthermore, 4G
Systems [23] allow using up to eight interfaces, although only two are
used by default.

15.4.2 Radio Technology

The majority of WMN market solutions are based on IEEE 802.11a/b/g
standards. In addition, Firetide and Motorola [24] products are able to
operate at 4.9 GHz band. Other products like 4G Systems solution
would require driver modifications to operate at this frequency band.

However, some manufacturers use proprietary radio technologies.
One such product is NexGen City solution [25], which is intended to
be robust against interference in the industrial, scientific, and medical
(ISM) band. Another example is the mesh enable architecture (MEA)
solution from Motorola, which has a nonstandard (QDMA) interface.
The NovaRoam enterprise series products [26] from Nova Engineering
constitute a singular case since they operate at 915 MHz ISM band.
Tactical series products from the same company operate at US military
frequency bands.

15.4.3 Routing

Most of the market products either (i) use proprietary routing mech-
anism solutions or (ii) add extensions to standard routing protocols.
The reason claimed by manufacturers following these approaches is
system performance optimization. Some examples of proprietary rout-
ing protocols are the predictive wireless routing protocol (PWRP)
used by Tropos solution and Firetide’s Automesh. Some optimizations
of standard routing protocols are optimized link state routing (OLSR)
protocol [27], with link quality extensions (LQEs) used by 4G Systems
product, and unidirectional link detection avoidance (ULDA) exten-
sion to ad hoc on-demand distance vector (AODV) protocol [28] used
by Nova Engineering. Some products use standard routing protocols,
like LocustWorld [29] and PacketHop [30] solutions, which use AODV
and topology broadcast based on reverse path forwarding (TBRPF)
[31], respectively.
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Interestingly, some solutions like these aforementioned follow a
layer-3 routing scheme, while some others perform routing tasks at
layer 2. Some examples include products from MeshDynamics [32],
SkyPilot, and Strix Systems, which use proprietary schemes as well as
Microsoft’s [33] link quality source routing (LQSR) [9], a modified
version of dynamic source routing (DSR) [34] that operates at layer
2.5. BelAir/Siemens solutions [35] are the only ones that may operate
at both layer 2 and layer 3, using standard rapid spanning tree proto-
col (RSTP) [36] and open shortest path first (OSPF) [37], respectively.

15.4.4 Security

Almost all the considered WMN solutions support security mechan-
isms, although the capabilities may differ significantly depending on
the product. Wired equivalent privacy (WEP) and wi-fi protected
access (WPA) mechanisms are provided by a majority of vendors.
IEEE 802.1x standard is also supported by a large number of products.
Additional mechanisms like RADIUS authentication are provided by
MeshDynamics, Strix Systems, Nortel, and Motorola solutions. Virtual
private network (VPN) functionality is offered by NexGen City, Tro-
pos, 4G Systems, and Motorola. The 4G Systems solution is remark-
able as it allows using a secure version of the OLSR routing protocol.

15.4.5 Quality of Service

Manufacturers propose a variety of ways for providing QoS. Some of
the solutions apply traffic or user prioritization. Regarding standard
QoS mechanisms, MeshDynamics and BelAir/Siemens products claim
to support IEEE 802.11e [38]. The Motorola solution supports Diffserv.

15.4.6 Multicast

A few providers assure multicast support. Nova Engineering and Strix
Systems solutions inherently offer it. LocustWorld product requires a
special configuration in order to allow multicast communications.
SkyPilot presents a solution in which packets are treated as broadcast
packets. Firetide product provides IP multicast functionality.

15.4.7 Form Factor and Weight

From the analyzed solutions, the one offered by 4G Systems presents
the best combination of dimensions and weight in terms of portability,
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making it a suitable platform for being carried by firefighters. The rest
of the products are designed to offer rather static wireless coverage,
assuming no strict portability requirements.

15.4.8 Tunability

We consider a solution to be tunable if it allows software changes as
well as protocol configuration parameters customization. Although
the operating system of most of the products is Linux-based, a few
of them are tunable. For instance, Tropos solution allows only soft-
ware upgrades, while MeshDynamics product does not allow software
changes (both are Linux-based). Regarding protocol customization,
solutions from Nova Engineering, BelAir/Siemens, MeshDynamics,
4G Systems, Microsoft, Tropos, and Strix Systems allow routing proto-
col parameter tuning. The most flexible platform is 4G Systems solu-
tion, which allows modifying any software piece of the product due to
its open-source nature.

15.4.9 Management and Monitoring

Some WMN products offer management and monitoring capabilities.
For example, Firetide, BelAir/Siemens, Nova Engineering, and Pack-
etHop solutions include a mesh management software for basic con-
figuration and monitoring.

15.4.10 Platform Choice

We next draw some conclusions about the suitability of the considered
WMN products for our proposed system for fire emergencies. None of
the products that are available fulfills all of the requirements identi-
fied. We selected the access cube from 4G Systems because it satisfies
most of them and can be modified to fulfill the rest of the require-
ments. The main features of this platform are:

1. Due to its unique form factor and weight, it can be incorporated
into firefighter equipment.

2. It runs an embedded Linux distribution, i.e., an open-source
operating system that allows full platform tuning.

3. It is built using COTS hardware.
4. It has two mini PCI wireless cards with Atheros chipset model

AR5213A [39], which allows IEEE 802.11a/b/g standards to be
used. A further advantage is that it can operate in the 4.9 GHz
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band because the RF front end of the mini PCI card allows
operation between 4900 and 5850 MHz.

5. It uses OLSR, a standard routing protocol. Although the OLSR
implementation in the access cube uses a nonstandard exten-
sion by default, standard OLSR operation is possible, which
facilitates interoperability.

In view of the overall set of related features, we consider the
access cube to be suitable for use as an ON, a seed, or an FT.

15.5 PLATFORM DESIGN AND IMPLEMENTATION

In order to validate the proposed WMN for fire emergencies, we
implemented a proof-of-concept prototype system. We used the 4G
access cube as the core device in our WMN. This section details the
hardware and software features of the elements in our system (i.e.,
FTs, seeds, ONs, and the CC). We included both off-the-shelf and
custom-developed functionalities.

15.5.1 Hardware Platform

We only added hardware to the access cubes to build the CC and FTs,
as the seeds and ONs could be implemented on the default platform.
We developed an FT prototype composed of an access cube con-
nected to a PDA, which acts as a graphical user interface. Figure
15.2 illustrates this setup, in which the Ethernet interface was used
to connect the personal digital assistant (PDA) to the access cube.
Another option would be to use an IEEE 802.11b interface. Advanced
firefighter equipment would include heterogeneous equipment such
as sensors to monitor biometric parameters (e.g., heart rate, respira-
tory rate, body temperature) and environmental parameters (smoke,
temperature, CO2, etc.), as well as cameras (infrared, night vision, etc.)
and global positioning system (GPS) devices.

The access cube provides a 400 MHz processor that can process
information from different sources. Hence, the access cube may not be
devoted solely to routing tasks. It can act as an enhanced ubiquitous
computing element by allowing different alarm applications to be
implemented, which could be useful in the context of fire emergen-
cies. For instance, the platform can process data from firefighters’
sensors or other elements. In a WMN environment, applications can
take advantage of the intrinsic distributed architecture of the network,
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which is different from classical approaches that send rough, unpro-
cessed data to a centralized system. This makes it possible for these
applications to react swiftly and properly when dangerous environ-
mental conditions are detected (e.g., high CO2 levels). For example,
triggering alarms and transmitting information or alert messages to
neighboring nodes would allow a faster response than a centralized
scheme. We built a simple functional CC that consists of an access
cube connected via Ethernet to a PC, with access to databases with
useful information such as maps and group management information.

15.5.2 Software

We next present the software features of the elements in our proposed
WMN system. We developed applications and additional software
programs that run on the FTs and the CC. Some processes and tools
are present in all of the proposed WMN elements. These software
programs are responsible for routing, security, and network monitor-
ing. Figure 15.3 describes the functions of each element.

15.5.2.1 FT Applications

The main application developed for the FT is a VoIP application that
supports both unicast and multicast communications. It is implemented
in the Cþþ language and is based on the session initiation protocol (SIP)

Figure 15.2 A 4G Access Cube on the left (mesh device), connected via
Ethernet to a PDA (processor unit)
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[40]. The PDA runs a VoIP application that implements a PTT service.
We also developed a network deployment application in the FT. Its
purpose is to assist firefighters during the deployment of seeds in the
incident zone. A process in the FT access cube measures the power
level from neighboring nodes and triggers either a visual or an audio
alarm in the FT when the highest power level received is below a
certain threshold. This parameter may depend on the sensitivity of
the receiver and could be tuned to achieve the desired degree of path
redundancy for the WMN. Thus, firefighters can receive a hint as to
when a new seed should be deployed in order to maintain connectivity
with the rest of the WMN system.

15.5.2.2 CC Applications

The CC monitors communications by recording all voice calls. Subse-
quent analysis of this recorded digital data could be useful for future fire
brigade interventions. A user interface for creating, modifying, delet-
ing, and monitoring communications groups is also provided, which
allows rescue team coordinators to fully manage the groups. Moreover,
additional functionalities can be developed and integrated into the
CC as modules, depending on the requirements of the brigade. For
example, the CC graphical user interface could display a limited num-
ber of firefighter video cameras simultaneously, depending on screen
size and the number of groups participating in the emergency tasks.

15.5.2.3 Security

A number of security tasks are performed in the access cubes. How-
ever, security issues are only partially covered at this stage. The access

VoIP server application

Control center (CC)

Firefighter terminal (FT)

SeedOutdoor node (ON)
Network monitoring and

control

Security Security SecuritySecurity

Routing protocolRouting protocolRouting protocolRouting protocol

Group
management

Data recording

Network deployment

VoIP client application

Figure 15.3 Functional description of the elements of the proposed WMN
system.
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cubes support the advanced encryption standard (AES) with tempor-
ary key integrity protocol (TKIP) included in IEEE 802.11i [41]. These
mechanisms allow client authentication and data ciphering in the
access interface. However, operation in secure ad hoc mode with
AES requires a full 802.11i implementation in the driver, which is not
currently supported by the system implementation. As a solution, we
adopted a wireless protected access preshared key (WPA-PSK) with
preconfigured keys in all of the WMN elements. Thus, we can assume
data privacy, integrity, and authentication in the access interfaces.
Nevertheless, data privacy and integrity between network nodes
require security mechanisms implemented at the application layer.
The WPA-PSK can also prevent evil-twin attacks, but avoidance of
DoS attacks has not yet been implemented. A simple approach could
be MAC filtering at every node, but MAC spoofing attacks cannot
be prevented without a more complex intrusion detection system
(IDS) that continuously monitors traffic at every node and sends
alert messages to the CC. There are therefore a number of unresolved
security issues.

15.5.2.4 Routing Protocols

The default routing protocol in the access cubes is an OLSR imple-
mentation called olsrd [42], which uses the LQE, a nonstandard fea-
ture. This mechanism uses the expected transmission count (ETX) [12]
metric to choose the most appropriate route by combining link quality
and the number of hops per path. The ETX for each link is obtained as

1
NLQ�LQ, where LQ is the measured quality of the link between a node
and a neighbor in one direction and NLQ is the link quality measured
in the opposite direction. Link qualities are obtained as the percentage
of successful hello message transmissions. The total ETX of a path is
the sum of the ETX values of all of the links in the path. The olsrd
implementation allows three different LQE settings to be used, which
may affect the system’s overall performance:

1. LQE¼ 0. The extension is disabled.
2. LQE¼ 1. OLSR only uses this extension to select multipoint

relays (MPRs).
3. LQE¼ 2. OLSR uses this extension to select MPRs and to choose

paths for data flows. This is the default setting.

This OLSR implementation provides an easy means of network mon-
itoring through a visualization tool and a dot-draw plug-in, which
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provides network information in dot file format [43]. This information
can be parsed and appropriately displayed (i.e., graphically) in the
CC. Images can be created using the graphviz library [44]. This inter-
face can help understand the network configuration and performance
at all times (Figure 15.4).

To take advantage of the fact that access cubes provide an open
platform, we included another routing protocol in our WMN evalu-
ation. We wanted to study to what extent different routing approaches
could provide the required performance. We chose to test AODVas an
alternative routing protocol. Thus, we considered two different Inter-
net engineering task force (IETF) standard protocols based on differ-
ent philosophies: OLSR is proactive, while AODV is reactive.
Furthermore, both protocols are popular, according to the number
of publicly available implementations and the support for different
operating systems [45]. The AODV implementation tested was the
AODV-UU version 0.8.1. from Uppsala University [46], which has
been used in a number of published research papers in the mobile
ad hoc networks (MANET) field [47]. One relevant feature of this
implementation is the use of a hello message mechanism to maintain
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Figure 15.4 An example of a WMN topology view with olsrd. Ellipses and
rectangles represent access cubes. The quality of each link is shown. The direc-
tion is indicated by an arrow.
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local connectivity. In order to allow the possibility of integrating VoIP
group communications into our WMN system, we used a multicast
routing protocol for MANETs. We tested the multicast AODV
(MAODV) patch [48] with the AODV-UU version 0.6. We had to
adapt the code to get MAODV to work on the chosen platform. We
chose MAODV because it was the only multicast routing protocol
available at the time the system was designed and implemented. It is
also an extension of one of the tested unicast protocols. However,
other currently available multicast routing protocol implementations
like multicast OLSR (MOLSR) [49] can also be considered.

15.6 VALIDATION

This section validates the proposed WMN’s capability of providing
different kinds of services that are useful in fire emergency environ-
ments. Examples include interactive voice communications, file trans-
fer, and video streaming. We conducted several experiments by
measuring the performance of our WMN in terms of available end-
to-end throughput, end-to-end delay, and reactivity to topology
changes. However, our main goal was to focus on user perception
when fire emergency communications applications were run. The
influence of the routing protocol was also evaluated. OLSR and
AODV implementations with the default settings were used in all
tests, unless explicitly stated otherwise. We also evaluated the pro-
posed system’s ability to support multicast in order to emulate a
firefighter voice group communications service. We only presented
the most significant results based on the performance requirements of
our WMN. These experiments were carried out using the IEEE 802.11b
radio interface. Unfortunately, 4.9 GHz radio interfaces were not avail-
able for use. Although the hardware of the access cube’s wireless cards
allowed 4.9 GHz spectrum operation, the wireless card driver did not
support it. This driver is called MadWifi [50] and the version available at
the time of the validation was 13/08/2005. Nevertheless, the functional
WMN concept can also be proved using a 2.4 GHz radio interface. It
was not possible to use different channels in each access cube radio
interface because the driver did not fully support this functionality.

15.6.1 End-to-End Available Throughput

We measured the influence of the end-to-end hop count on the
available throughput and the influence of routing protocol signaling
on this performance parameter. To do this, we defined a static string
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topology scenario (Figure 15.5). Hence, if a node wants to commu-
nicate with a nonneighboring node, it must do so via multihop
communication. We conducted experiments using static routes and
OLSR and AODV protocols with their default parameter configuration.
To obtain a controllable scenario, we emulated network topologies
using the iptables tool [51]. In each trial, a user datagram protocol
(UDP) stream of packets was transmitted between the endpoints of
the communication (i.e., nodes S and D in Figure 15.5) at a higher bit
rate than that available in one-hop communication. Each trial lasted
2 min. Statistical results were obtained from the average of 15 trials in
each case. We considered a number of hops ranging from 1 to 4. The
request-to-send/clear-to-send (RTS/CTS) mechanism was not enabled
in these tests.

Figure 15.6 illustrates the results obtained. Throughput decreases
with the number of hops following a 1

N tendency, where N is the hop
count of the end-to-end path. This is the expected behavior, since
each hop uses the same channel and all nodes are in the same range of
transmission. Hence, the wireless medium must be shared among

S D

Figure 15.5 String topology scenario.
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Figure 15.6 Throughput measurements in a string topology scenario.

Yan Zhang / Wireless Mesh Networking AU7399_C015 Final Proof page 530 23.10.2006 7:44pm

530 & Wireless Mesh Networking



nodes and the end-to-end available throughput is approximately the
throughput achieved in the one-hop string topology divided by the
number of hops. Even so, in four-hop communication the throughput
obtained is roughtly 1.5 Mbps. This bit rate is sufficient for broadband
services such as video or file transmissions. Higher end-to-end bit
rates are expected if more than one frequency in the path or IEEE
802.11a/g interfaces are used. Empirical results in an ad hoc network
testbed show a 1

n1:68 tendency, where n is the number of nodes in the
network [52]. By comparing the results obtained with OLSR and AODV
protocols with those obtained with static routes (i.e., no routing
protocol), we conclude that the effect of the control message over-
head of both protocols is almost negligible.

15.6.2 End-to-End Delay

To evaluate the effect of routing protocols on end-to-end delay, we
performed a set of trials with the topology and conditions mentioned
before. The end-to-end delay was obtained from RTT measurements
using the ping tool. We expected reactive protocols to present an
additional route discovery delay if no route was available when data
needed to be transmitted. However, no additional latency would be
introduced when proactive protocols were used.

The results show that the average RTT is close to 1.5 ms in the one-
hop topology with either protocol once a route is known. Each
additional hop in the end-to-end path contributes roughly 1 ms to
the RTT. These values were obtained with no additional traffic in the
network. If background traffic is present in the network, the average
values grow. For instance, if background traffic is set at around 80%
of the available bandwidth capacity, the end-to-end delay is almost
twice the delay without background traffic. We also confirmed that
OLSR does not influence end-to-end delay, while AODV incurs add-
itional delay due to the route discovery procedure. However, this
delay increase is negligible for the fire emergency applications envis-
aged, for two reasons: (i) the average route discovery delay we
measured was below 40 ms and (ii) it only takes place at the first
transmission of a data flow. Performance will not be degraded due
to the AODV route discovery increase. Furthermore, the expected
number of hops in a WMN should be small (i.e., up to 3 or 4), since
performance decreases significantly beyond such figures [53]. Thus
we conclude that end-to-end latency requirements are met by our
prototype system.
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15.6.3 Reactivity of the Routing Protocol
to Topology Changes

This section focuses on the reactivity of the system to topology changes.
We evaluated two situations by emulating conditions that could easily
occur in fire emergencies: (i) an active node of the communication is
suddenly lost (e.g., due to battery drain or node damage) and (ii) the
mobility of nodes or client relays leads to smooth topology changes. We
assume that firefighter teams move at pedestrian speeds in the emer-
gency zone. We measured the RCL in such situations to evaluate the
system’s self-healing capability. We also tested user perception in a
scenario intended to represent realistic fire emergency conditions
inside a building.

15.6.3.1 Sudden Topology Changes

To evaluate the reactivity of the protocols to sudden changes, we used a
square topology (Figure 15.7). This topology presents two possible
routes between the source and destination nodes (i.e., through node
A and through node B). A UDP flow was sent from the source to the
destination. Once traffic was routed through one route, we discon-
nected the intermediate node. The routing protocol was needed to
detect the link failure and find the alternative available path. We meas-
ured connectivity gap durations of close to 20 s with OLSR and 3 s with
AODV. The RCL can be reduced by increasing the control message
sending rate, at the expense of additional available bandwidth and
power consumption. Using different routing protocol parameter set-
tings, we obtained RCL values of roughly 10 and 2 s, respectively. For a

A

B

S D

Figure 15.7 Square topology used to evaluate routing protocol reactivity to
topology changes.
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detailed description of the impact of OLSR and AODV parameters on
the performance of ad hoc networks, see [10,14]. These figures do not
fulfill RCL requirements. Usage of cross-layer mechanisms such as link
layer notification may improve reactivity to topology changes [61].

15.6.3.2 Smooth Topology Changes

We analyzed reactivity to smooth topology changes in an emulated
emergency scenario inside a building. We positioned our WMN
testbed in a realistic way, with natural multihop communications
(i.e., without using iptables to emulate coverage). Figure 15.8 illus-
trates a scenario in which a firefighter walks into a burning building
following the path from A to D. The FT of the moving firefighter
communicates with node D while the firefighter follows the afore-
mentioned path. At the beginning of the experiment, the data flow
follows a four-hop path, while the hop count of the path decreases as
the firefighter gets closer to the destination. When the firefighter
reaches the destination, the path has only one hop.
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Figure 15.8 Emulated emergency scenario inside a building.
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In this scenario, we performed experiments with three types of
applications: FTP file transfer, interactive voice communication using
the linphone [54] application, and video transmission. We also used a
Wifibot [55], a robot that includes an access cube and acts as an
additional, remotely controlled, WMN node. The Wifibot moved at
pedestrian speed in all the tests. Our evaluation focused mainly on
user perception, in order to validate the capability of the proposed
WMN system to offer the aforementioned services. We also performed
detailed measurements for comparison with previous tests.

We first analyzed the behavior of a file transfer in two situations: (i)
using AODV and (ii) using OLSR. Figure 15.9 depicts the throughput
obtained at the receiver in both situations. Figure 15.9a corresponds to
a trial with AODV, while Figure 15.9b was obtained with OLSR. Both
figures clearly illustrate the effect of the number of hops on available
path throughput. Contrary to the results obtained in the sudden top-
ology change trials, OLSR performed better than AODV, since OLSR
gave a higher transmission control protocol (TCP) throughput. How-
ever, this comparison is unfair, since this OLSR implementation
includes a mechanism for adaptively estimating the link qualities of
a network. As the firefighter moves away from the neighboring node,
the link quality between the firefighter and the neighboring node
decreases. As alternative paths with better quality appear, OLSR per-
forms an almost ideal route change, thereby avoiding connectivity
gaps. However, AODV cannot perform the route change until a neigh-
bor has been completely lost. Therefore, we only considered OLSR for
the rest of the trials.

(a)

50
A

Time (s)
B C

100 150 50
A

Time (s)
B C

100 150 200

(b)

Figure 15.9 TCP throughput received in the emulated emergency scenario. The
vertical axis depicts the normalized instantaneous received throughput. The
instants in which the firefighter passes next to nodes A, B, and C (Figure 15.8)
are plotted on the horizontal axis. Two cases are considered: (a) with AODV;
(b) with OLSR.
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We performed full-duplex VoIP communications tests using the
linphone application. We used a pulse code modulation (PCM) voice
codec (64 Kbps). To ensure continuous data transmission, we sent
music rather than human voice. At very low speeds, the user noticed
no communication gaps. Perceptible gaps arose as user speed
increased. Link quality estimation may become more difficult as
nodes move faster, which causes an aliasing problem. (Link quality
is sampled periodically, at a frequency equal to the hello message
rate.) Figure 15.10 illustrates the throughput received during one such
experiment. No connectivity gaps occurred due to the LQE available
in the OLSR implementation. Similar tests, in which the firefighter was
replaced by a Wifibot, produced similar results. In this case, a 256 Kbps
MPEG 4 video stream over UDP was generated by a webcam included
in the Wifibot.

15.6.4 Multicast Communications

Finally, we evaluated the suitability of the system to emulate firefighter
voice group services over our proposed WMN. For this type of appli-
cation, multicast communications may be a good option for several
reasons. First, they are efficient in point-to-multipoint transmissions.
Second, in multicast, no ACK is transmitted at the MAC level. Lost

Times (s) 50 100 150 200

Figure 15.10 Throughput received during a unicast VoIP experiment in the
emulated emergency scenario. The vertical axis depicts the normalized instant-
aneous throughput received.
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frames are not retransmitted, thereby minimizing end-to-end delays in
the event of losses, which may be preferable for the transmission of
voice traffic. We performed an initial analysis to determine the cap-
acity of an IEEE 802.11b link to provide unicast and multicast VoIP
communications [56]. The results showed that, with a bit rate of
2 Mbps, a maximum of 7.20 flows can be performed in unicast
mode and a maximum of 8.52 can be performed in multicast. The
assumed conditions were a PCM voice codec (64 Kbps), 60% use of
WLAN capacity, and no RTS/CTS mechanism. Furthermore, silence
and activity periods were not detected. We also analyzed the capacity
gain obtained with a GSM 6.10 codec (13 Kbps). In this case, the
maximum number of flows was higher: 10.45 with unicast and 13.33
with multicast. However, the PCM codec offers higher quality, de-
mands less CPU processing, and presents less degradation in the
event of packet losses. These results correspond to the worst-case
scenario (with information transmitted at the lowest rate). Higher
rates allow more VoIP sessions. In multicast mode, some WLAN
cards transmit at the minimum available rate in order to ensure that
all destinations receive the message. However, this limitation can
usually be overcome by permitting transmissions up to 11 Mbps [56].
Capacity can also be increased by using IEEE 802.11a interfaces. In the
proposed WMN system, the number of simultaneous VoIP flows is
limited due to the multihop nature of the network. For instance, in a
four-hop scenario, the number of multicast VoIP communications
using a GSM codec is reduced to 2.14 flows. In emergency operations,
a high system capacity for VoIP communications is desirable in order
to prevent congestion collapse. However, the use of multiple channels
can be harmful since firefighters may find it difficult to manage differ-
ent channels. This can lead to tragic results [57]. Moreover, group
communication systems allow trunking, which results in a more effi-
cient use of channels. Hence, despite capacity limitations, the deploy-
ment of multicast VoIP services over WLAN may be a viable approach
for the proposed WMN system.

In the second stage, we evaluated the performance of multicast
communications using the MAODV protocol. The tests involved trans-
mitting VoIP traffic using a PCM codec and sharing data using a
whiteboarding application. The RTS/CTS mechanism was disabled in
all tests. We validated the feasibility of both applications in static WMN
scenarios. However, from trials held in the emulated emergency scen-
ario shown in Figure 15.8 we observed some problems related
to protocol performance and topology changes. We measured the
following performance parameters:
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& Tree generation latency (TGL): The first time a user joins a
nonexistent group, a multicast tree must be created. This pro-
cess is not negligible and takes about 6 s. During this time, if
possible, data are stored in an application buffer and delivered
to the user once the multicast tree has been built. Otherwise,
the user observes a communication gap at the beginning of the
transmission.

& Route change latency: We measured the RCL in a situation in
which all nodes belonged to the multicast tree. In the event of
link failure, route recovery takes about 3 s, which affects the
continuity of the voice communication.

15.7 CONCLUSIONS

This chapter focused on the suitability of WMNs for overcoming
limitations in the functionality and capacity of current firefighter com-
munications equipment. We proposed a WMN system that integrates
several technologies based on four main elements: CC, ONs, seeds,
and FTs. We listed several general and specific requirements for our
WMN system. We performed a comprehensive market study and
analyzed the features of current commercial WMN solutions and
their suitability for use as a platform for our WMN. We chose the 4G
Systems access cube due to its form factor and weight features and
because it is an open platform and uses standards. We described the
default functionality of the access cubes and the other hardware and
software elements we added to them to build our proposed WMN.
We then validated the ability of our prototype WMN to offer broad-
band services such as file transfer and video as well as VoIP. Our tests
proved that the performance requirements for end-to-end bandwidth
and delay can be fulfilled. In the event of sudden topology changes,
the tested AODV implementation reacts faster than the OLSR imple-
mentation, although significant connectivity gaps occur in both cases.
However, link quality routing mechanisms included in the OLSR
implementation are shown to be valuable when smooth topology
changes occur, since a route change can be performed almost without
connectivity interruptions. We also evaluated multicast communica-
tions over our WMN as a way of emulating the voice group commu-
nication used by firefighters. We adapted and tested the MAODV
routing protocol, which allows group communication but exhibits
significant tree generation and route change latencies. During this
work, we identified several open issues, which are summarized in
Section 15.8.
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15.8 OPEN ISSUES

15.8.1 Congestion Control

Firefighters complain about the lack of capacity of current communi-
cation systems. Radio channels become congested as soon as a team is
deployed in an incident area. In some cases, firefighters switch off
their communications equipment to avoid continuous, distracting
noise [58]. Even with an increase in capacity, it is impossible to ensure
that congestion will be avoided. A more realistic approach would be
to differentiate between communications and ensure that the most
relevant messages are given priority over others [59,60]. WMNs are as
prone to buffer overflow as other networks (e.g., wired ones). In
addition, when the number of transmissions increases, the related
interference reduces the capacity of the links. The network requires
distributed congestion control that can prevent terminals from sending
certain low-priority data and discard those packets in the relaying
nodes.

15.8.2 Location

Location services are a key facility in fire emergencies. There are a
wide range of location solutions on the market, but most of them
cannot be applied ad hoc (i.e., without previous calibration). Others,
such as GPS devices, are not suitable for indoor environments. Some
solutions derive location information using the radio communication
system. This information is not accurate enough for fire emergency
tasks. Of the WMN products considered, the best reported location
performance is 10 m [24], which is nowhere near the location require-
ment for these scenarios. Emerging ultra wideband (UWB) radio
interfaces promise to provide highly accurate location services with
subcentimeter precision.

15.8.3 Link Layer Notification for Routing Protocol
Connectivity Maintenance

The connectivity of firefighter equipment to the emergency network is
an extremely important issue. Even in an incident area with sufficient
coverage, network topology changes lead to connectivity gaps, in
which vitally important messages may be lost. The time a routing
protocol needs to react to a sudden topology change is approximately
equal to the time needed to detect the related link failure. Publicly
available routing protocol implementations for ad hoc networks
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mainly use layer-3 approaches to maintain local connectivity and
detect when a link has failed. One such example is the hello message
mechanism, used by either OLSR (as a protocol component) or AODV
(as an accessory mechanism). Feasibility is the main reason for using a
layer-3 approach. A routing protocol could use information from layer
2 to quickly detect when a link fails (e.g., by relying on the lack of
layer-2 acknowledgments). However, the routing protocol implemen-
tation should be able to communicate with the related wireless card
driver, which is only feasible if both the routing protocol implementa-
tion and the driver are designed for this purpose. Since typical hello
interval values are between 1 and 2 s and links fail after the loss of
several consecutive hello messages, RCL values typically fall between a
few seconds and tens of seconds [10,14]. Custom-developed fire emer-
gency WMN equipment could use layer-2 notification to dramatically
reduce RCL values from a few seconds to tens of milliseconds [61].

15.8.4 Quality of Service

Various QoS parameters need to be guaranteed in order to provide fire
emergency services. Examples include reliability, end-to-end band-
width, and end-to-end delay. Loss of relevant information should be
avoided, as mentioned earlier. A fire emergency network needs to
support data flows with different characteristics. Traffic prioritization
mechanisms are needed to fulfill the requirements of each service. In
this regard, the IEEE 802.11e standard is a promising technology.
However, it currently provides QoS only in infrastructure mode.
Several mechanisms have been proposed to provide QoS at several
layers in multihop networks, including MAC mechanisms [59] and
routing protocol–based approaches [62]. Further research is needed
in this area.

15.8.5 Multicast

From the tests performed and the corresponding literature, we con-
clude that support for multicast in mobile mesh networks has not been
solved in terms of communication channel availability [63]. The
mobility of the user (i.e., the firefighter) may result in link breaks,
and the corresponding ad hoc routing protocol should repair them.
Once connectivity has been solved, the corresponding multicast
protocol should incorporate the new path into the multicast tree.
If the two phases are carried out in different steps, the resulting
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path-break time may be unacceptable in view of the strict availability
requirements. It is clear that multicast tree creation should be related
to route discovery. This issue is not yet fully resolved and significant
improvements are needed to meet the requirements of emergency
applications.

15.8.6 Radio Interface

On the basis of our market analysis, we concluded that, even though
IEEE 802.11 interfaces are cheap, most manufacturers propose propri-
etary radio interfaces. The main reason for this is the poor perform-
ance of the MAC protocol in mesh scenarios [64]. This problem has
been identified and most IEEE 802 groups related to wireless commu-
nication are working to overcome this limitation. One expected result
is the IEEE 802.11s [65], but it will take some time for products to reach
the market. Fortunately, the groups promoting the IEEE standard have
reached a unified proposal. The new standard will use layer-2
addressing, one or more radios, self-configuration, QoS, and security
based on IEEE 802.11i. However, an analysis of the performance of
IEEE 802.11s and the implications for upper layers is required, which
could be the subject of further research.

15.8.7 Multiple Radio Interfaces

The use of a single radio is proposed by some manufacturers due to
the simplicity and low cost of this option. Because of robustness,
security, and capacity requirements, the need for multiple radios
seems evident. The use of several radios makes it possible to reduce
the interference produced by the WMN nodes and obtain better
performance [66]. Robustness and security (related to DoS attacks)
can be improved if different channels can be used. In the event of
excessive interference, the system should be able to select a new
channel. If the new 4.9 GHz band is used, the number of available
IEEE 802.11 channels is limited to just two. However, because it is a
licensed band (at least in North America), the only interference pre-
sent is due to the system itself. ISM bands may have more interference,
although this limitation can be overcome by choosing the most suit-
able channel from among the available ones. With reference to the use
of multiple radios, channel selection and notification between nodes
of the selected channel are problems that have not yet been fully
solved. An advantage is that standard routing protocols like OLSR,
AODV, and the dynamic MANET on-demand (DYMO) routing
protocol [67] support multiple interfaces.
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16.1 INTRODUCTION

Reliable and efficient communication is absolutely crucial for public
safety in general, and emergency response and disaster recovery
operations in particular. Recent events such as 9/11 and Hurricane
Katrina have dramatically demonstrated that there exist significant
inadequacies in current first responder communications. One of the
main problems that plagued rescue teams and emergency services
during these disasters was the lack of interoperability between com-
munications equipment used by different public safety agencies and
jurisdictions. The 9/11 commission report [1] noted that a patchwork
of incompatible technology and the uncoordinated use of frequency
bands were the main reasons for nonexisting or poor interagency
communication during emergency response and recovery operations.
Shouting, waving signs, and runners with handwritten messages often
had to be used as a primitive alternative. Another problem of public
safety and disaster recovery (PSDR) communication is the strong
reliance on terrestrial communications infrastructure such as trad-
itional landline and cellular telephony as well as infrastructure-based
land mobile radio (LMR). Hurricane Katrina uprooted hundreds of
wireless base stations, disconnected numerous vital communications
cables, and flooded central offices. The remaining functional parts of
the network were often completely overloaded and unable to provide
adequate services in the aftermath of the disaster. First responders
were surprised and severely hampered by a near-complete break-
down of the fixed terrestrial communications infrastructure. In a num-
ber of recent major disasters, communication systems relying on fixed
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terrestrial infrastructure have proven to be rather unreliable. A strong
dependence on point-to-point communication links and a limited
degree of redundancy give these systems an insufficient level of resili-
ence and robustness in disaster scenarios. A further shortcoming of
current PSDR communications is the lack of support for broadband
data rates. It is widely recognized that data-intensive multimedia appli-
cations have a great potential to improve the efficiency of disaster
recovery operations. Real-time access to critical data such as high-
resolution maps or floor plans can be extremely valuable for frontline
first responders. Being able to send a live video stream from the incident
site back to the command post would greatly increase the situational
awareness and would allow more efficient decision-making. The need
for broadband communication capabilities for PSDR agencies is also
pointed out in a report by the SAFECOM program of the US Department
of Homeland Security [2,28]. The document states that ‘‘voice commu-
nications are critical, but voice communications requirements are not
the only issue . . . public safety agencies are increasingly dependent on
sharing of data, images, and video.’’ Unfortunately, current PSDR com-
munication systems do not provide the necessary broadband capabil-
ities for bandwidth-intensive multimedia applications. Given the
shortcomings of current PSDR communications mentioned earlier,
Wireless mesh networks (WMNs) provide an interesting alternative
technology. The key features of WMNs such as broadband support,
fault tolerance, and a high level of interoperability provide them with a
great potential as a platform for PSDR communication. The aim of this
chapter is to discuss the suitability of WMN technology for PSDR
applications. Section 16.2 gives a brief overview of WMN technology
and highlights its key characteristics and features. Section 16.3 provides
a background on PSDR communications and discusses some of the key
technologies and standards. It also specifies the key requirements of
PSDR communication systems in terms of functionality and perform-
ance. In Section 16.4, we investigate to what extent WMNs are able to
meet these requirements, and highlight areas of strength as well as
those of weakness, in which further research is required. Section
16.5 gives an overview of the key research activities that are underway
to address the main limitations and shortcomings of current WMNs.
Finally, Section 16.6 concludes the chapter.

16.2 WIRELESS MESH NETWORKS

Today, wireless local area networks (WLANs) are primarily used to
provide mobile users access to a fixed network infrastructure. These
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networks allow users to roam freely throughout the office or any other
space within network coverage with untethered broadband network
connectivity. This support for mobile broadband connectivity com-
bined with the rapidly decreasing cost of IEEE 802.11-based commod-
ity hardware has resulted in a phenomenal success of wireless
networking technology in the past few years. In traditional WLAN
deployments, clients are associated with wireless access points that
are interconnected by a wired backbone network. In this case, the
wireless network constitutes only a single hop of the end-to-end
path. Clients therefore need to be within a single-hop range of a
wireless access point to gain connectivity. To achieve wide area cover-
age, a large number of fixed access points need to be deployed and the
corresponding wiring for the backbone (or backhaul) network needs to
be installed. Deployment of large-scale WLANs is therefore a very costly
and time-consuming undertaking. In contrast, WMNs can provide
wireless network coverage of large areas without relying on a wired
backbone infrastructure or dedicated access points. In WMNs,
a collection of wireless mesh routers, typically implemented using
commodity 802.11 hardware operating in ad hoc mode, provide net-
work access to wireless clients. However, communication between
mesh routers is achieved via the wireless network, typically involving
multiple wireless hops. One or multiple mesh routers that are con-
nected to the Internet can then serve as gateways and provide Internet
connectivity for the entire mesh network. Figure 16.1 and Figure 16.2
illustrate the difference between traditional WLAN deployment and
WMN. Figure 16.1 shows a WLAN where clients are associated
with wireless access points that are connected to a central switch by a
wired backhaul. In the WMN scenario (Figure 16.2), clients can either
be directly communicating with a mesh router or can be associated with
an access point that is connected to a mesh router. The key difference
here is that the wired backbone is replaced by a WMN.

16.2.1 WMN Architecture

We can differentiate between three basic types of WMN architectures:
infrastructure mesh, client mesh, and hybrid mesh [9]. Figure 16.2 is an
example of an infrastructure WMN. The mesh routers collectively
provide a wireless backbone infrastructure. In this architecture, clients
have a passive role and do not contribute to the mesh infrastructure.
In a client mesh architecture (Figure 16.3), the network is made up of
user devices only and no dedicated network infrastructure is involved.
Since client devices themselves constitute the network, they need to
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perform functions such as routing and self-configuration themselves.
Clients relay packets on behalf of peers and essentially implement the
role of mesh routers, in addition to running the user applications. This
places a significantly higher demand on the end-user terminals, both
in terms of functionality and resource consumption, e.g., computation
and power. A client mesh is essentially identical to a traditional ad hoc
network [10].

A hybrid mesh architecture combines the concepts of infrastruc-
ture and client mesh networks (Figure 16.4). A hybrid WMN consists
of mesh routers that form the backbone of the network. In addition,
mobile clients can actively participate in the creation of the mesh by
providing network functionalities, such as routing and forwarding of
data packets. Clients implementing these functionalities can therefore
act as a dynamic extension to the more static infrastructure part of the
mesh. The hybrid mesh is very flexible and allows combining the
benefits of both infrastructure and client mesh architectures.

Wired link
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Access
point
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Server
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Figure 16.1 Traditional WLAN.
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16.2.2 Characteristics of WMN

One of the key features of WMNs is the ability to dynamically self-
organize and self-configure. The nodes in a WMN automatically detect
neighbor nodes and establish and maintain network connectivity in an
ad hoc fashion, typically implemented at the network layer through
the use of ad hoc routing protocols [11]. The self-configuring nature of
WMNs allows easy and rapid deployment. WMNs also have the ability
to dynamically adapt to changing environments and to essentially self-
heal in case of node or link failure. Unlike existing point-to-point
radio systems used in PSDR communications, mesh networks are
inherently redundant and therefore have a high level of fault tolerance
and robustness.

The availability of low-cost commodity hardware based on IEEE
802.11 standards has been one of the key drivers behind the recent
surge of interest in WMN technology, in terms of both research and
product development. Currently, a wireless mesh router can easily be
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Figure 16.2 Wireless mesh network (infrastructure mesh).
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assembled from commercial-off-the-shelf (COTS) hardware compon-
ents for a few hundred dollars. Finally, since most WMNs are based on
Internet Protocol (IP) standards, integration and interoperation with
other networks are not a problem, and bridges to legacy networks can
easily be supported. The following list summarizes the key features of
WMNs that are relevant to PSDR applications:

& Broadband support (e.g., up to 54 Mbit/s theoretical peak data
rate for IEEE 802.11a/g)

& Rapid and easy deployment through self-configuration
& Cost-effective wide area coverage through wireless multi-hop

technology
& Robustness and fault tolerance through redundancy and self-

healing capabilities
& Low cost through use of commodity hardware
& Interoperability through IP standards

Wired link

Wireless link Internet
gateway

Internet

Figure 16.3 Client mesh architecture.

Yan Zhang / Wireless Mesh Networking AU7399_C016 Final Proof page 551 24.10.2006 3:30pm

Wireless Mesh Networks for Public Safety and Disaster & 551



This set of features makes WMN technology a promising platform for
PSDR communications, overcoming many of the shortcomings of
currently deployed systems.

16.2.3 WMN Systems and Standards

Several companies (e.g., Tropos Networks, Firetide, Motorola, Strix,
and PacketHop) have realized the potential of WMNs and have started
offering mesh networking products for a range of application scen-
arios, including PSDR communications. Most of these products are
based on commodity IEEE 802.11 hardware to leverage the low cost
and high performance of this technology. However, a majority of
these commercial systems implement their own proprietary mesh
protocols for routing and network configuration. Unfortunately, this

Internet 
gateway

Internet

Wired link

Wireless link

Mesh  
router

Mesh  
router

Mesh  
router

Mesh  
router

Mesh  
router

Figure 16.4 Hybrid mesh architecture.
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makes integration of mesh routers from different vendors into a single
WMN very difficult, if not impossible. However, interconnection
between mesh networks from different vendors is not a problem
due to the use of IP as a common network protocol. Open standards
are important because they allow interoperability and reduce cost due
to economies of scale. Efforts are underway in several IEEE working
groups (e.g., 802.11, 802.15, 802.16, and 802.20) to define mesh
standards. IEEE 802.11s [44] is the most relevant emerging standard
for WMN technology in the context of PSDR communications. Its aim
is to extend the medium access control (MAC) protocol of 802.11
networks to support mesh functionality. This is in contrast to the
present WMNs that implement mesh networking at the network
layer. The 802.11s standardization effort is in its early stages and
hence the approval of a standard is not expected until 2008.

16.3 PUBLIC SAFETY AND DISASTER
RECOVERY COMMUNICATIONS

16.3.1 PSDR Command and Communication Structure

To understand the requirements of PSDR communications, it is
important to consider the typical command and control structure
used in emergency and disaster recovery situations. The Incident
Command System (ICS) is one of the predominant emergency re-
sponse management systems. The ICS provides a generic framework
for the coordination and management of emergency response and
disaster recovery operations, where various agencies of different jur-
isdictions and disciplines are involved. One of the key characteristics
of the ICS is its ability to scale to incidents of any magnitude. The ICS is
used in the United States as part of the National Incident Management
System (NIMS) [45] and also employed in other countries, such as
Canada and the United Kingdom. Australia has implemented a similar
system known as the Australian Inter-service Incident Management
System (AIIMS) [46]. A key element of ICS and similar systems is a
strictly hierarchical command and control structure. Figure 16.5 shows
a generic incident command structure. At the top level of the hierarchy
are the five aspects (or sections) of incident management according to
ICS: command, operations, planning, logistics, and finance/adminis-
tration. Figure 16.5 shows how operational incident management is
further divided into smaller organizational structures, such as
branches, divisions (or groups), down to units and individual
resources. A typical example of a resource is a fire truck and its
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crew. The number of hierarchy levels can vary depending on the mag-
nitude of an emergency or disaster. The section ‘‘operations’’ of ICS is
responsible for the tactical handling of an incident and therefore places
the highest demand on the communications infrastructure in terms of
traffic volume and priority. Examples of typical traffic flow are indicated
in Figure 16.5 with dashed arrows. Traffic can flow directly between first
responders on a peer-to-peer basis within the same unit or resource.
Communication with other entities flows along the structure of the
command hierarchy, i.e., the chain of command. The structure of the
incident command management system is an important consideration
when designing communication systems for PSDR applications. The
structure directly reflects the traffic pattern that can be expected in a
disaster event and therefore gives indications regarding the amount of
bandwidth that is required in the various parts of the network.

16.3.2 Types of PSDR Communication Networks

As defined in the SAFECOM report [2], we can differentiate between
the following types of PSDR communication networks.

& Personal area networks (PANs) interconnect various devices
carried by individual first responders. For example, fire fighters

Incident command

LogisticsPlanning Operations

Unit 1 Unit 1 Unit 1 Unit 1  Resource 1 Resource 1 Unit 2Unit 2

Branch BBranch A

Finances/
administration

Division A1 Division A2 Division B1 Division B2

Figure 16.5 Incident command structure.
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might be equipped with devices to detect hazardous gas or to
monitor their vital statistics, geographical location, or oxygen
tank status. These devices are connected wirelessly by a PAN.

& An incident area network (IAN) is a temporary network created
for the duration of a specific incident. An IAN is necessary
when fixed infrastructure networks are unavailable at the inci-
dent scene, because either they have been destroyed or they
simply do not exist (e.g., in rural areas or in a subway tunnel).
IANs allow first responders to share mission critical data and to
coordinate their recovery efforts.

& A jurisdiction area network (JAN) is the main communication
network for first responders for all data and voice traffic that is
not handled by the IAN. JANs are permanent networks that are
typically installed by municipalities or public safety agencies to
provide wide area (e.g., city wide) communications infrastruc-
ture for use in emergency and disaster situations.

& Extended area networks (EANs) provide wide area connectivity
between various regional, state, and national public safety
networks.

Figure 16.6 shows a conceptual network diagram with these four
types of networks and their interrelationship, as defined in the SAFECOM

Wired links Wireless links

EAN

JAN JAN

lANlAN

Public safety 
commuincation 

devices

lAN

Personal area networks Personal area networksPersonal area networks

lAN

Figure 16.6 PSDR network types.
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report [2]. Even though it is possible to apply WMN technology to PANs
and EANs, its greatest potential is for IANs and JANs. The remainder of
this chapter will therefore focus on these two categories of PSDR
networks. The main purpose of IANs and JANs is to support the
operational and tactical aspects of incident management. This involves
communication between individual first responders and between team
leaders and decision-makers at various levels in the command hierarchy
(Figure 16.5). The specific role of an IAN is to provide localized com-
munication at the incident site, between individual first responders in a
peer-to-peer fashion, and between first responders and their on-site
team leaders. The size of IANs can range considerably from very small,
such as a single ambulance and its crew, to a size of hundreds of
emergency responders in major disaster events. IANs do not rely on
any fixed communications infrastructure and are typically created
dynamically, in an ad hoc manner by emergency service personnel
upon arrival at the incident site. WMNs seem an ideal match for IANs,
due to their rapid deployability and self-configuration capabilities. A
WMN deployed as an IAN would most likely have a hybrid architecture
and would be comprised of a combination of mobile handheld
terminals and more static mesh routers. In a disaster scenario, static
mesh routers can be deployed at selected locations at the incident site
to create an instant wireless hot zone on the fly. The coverage of this
network can be further extended by mobile terminals participating in
the routing and forwarding of packets.

In contrast to the localized communication of IANs, JANs provide
wide area connectivity to remote entities, including team leaders at
various levels of the command hierarchy. An important role of a JAN is
to relay environmental, personal, and equipment data gathered at the
incident site back to the remote command post to support informed
decision-making. JANs also allow first responders to access remote
databases or the Internet to download crucial information such as
maps or floor plans. If IANs and JANs employ different communica-
tion technologies, a gateway node equipped with multiple interfaces
and with the ability to communicate over both IAN and JAN is
required. Alternatively, if IAN and JAN are based on the same tech-
nology and use the same air interface, direct communication between
nodes is possible. LMR is the technology with which JAN functionality
has traditionally been implemented. As we will discuss in more detail,
these systems typically suffer from a number of shortcomings, such as
limited support for broadband communication, lack of interoperability,
and limited resilience to failure. WMN technology does not suffer
from these limitations and therefore has a great potential to serve as
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the basis for JANs. The key features of WMNs that are relevant in this
context are their inherent fault tolerance, self-healing capability,
and the relatively low cost of wide area deployment. To what extent
WMN technology can meet the generic requirement of PSDR commu-
nications, for both IANs and JANs, will be discussed later.

16.3.3 Current PSDR Communication Technology

The mainstay of public safety communications has been and still is
LMR, also known as professional mobile radio or private mobile radio
(PMR). Traditional LMR systems provide analog voice communication
for closed user groups over dedicated ultra high frequency (UHF) or
very high frequency (VHF) bands. Modern LMR systems are digital and
have limited data capabilities. The two most relevant standards are
digital and the Association of Public Safety Communications Official
(APCO) Project 25 (P25) [3], standardized by Telecommunications
Industry Association (TIA), and terrestrial trunked radio (TETRA) [4],
developed by the European Telecommunications Standards Institute
(ETSI). Most of the versions of LMR systems that are currently being
deployed (TETRA release 1 and P25) only support narrowband com-
munication with data rates of 9.6 or 28 Kb/s. Both TIA and ETSI have
recently developed new standards supporting data rates of up to 473
or 690 Kb/s, respectively [5,6]. This is still not sufficient for high-quality
video and other broadband applications, which require a throughput
capacity of multiple Mb/s. Further standardization efforts are under-
way to develop public safety communication systems with true broad-
band capabilities [7]. However, these efforts are in their early stages
and it is not expected that any standards or products will be available
in the short to medium term. We refer the readers to Balachandran
et al. [8] for a more detailed overview and discussion of PSDR
communications technology.

16.3.4 Functional Requirements

To evaluate the suitability of WMN technology for PSDR applications,
we need to consider their specific requirements. The SAFECOM
program of the US Department of Homeland Security recently issued
a statement of requirements (SoR) for public safety wireless communi-
cation [2]. This report defines a comprehensive set of requirements that
need to be met by current and future PSDR communication systems.
These requirements will form the basis of our evaluation of WMN
technology. This section lists the relevant functional requirements
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and the next section will give an overview of the corresponding
performance requirements.

& Interoperability: It is absolutely crucial that public safety
personnel and first responders from different agencies (e.g.,
ambulance, police, and fire) and jurisdictions (e.g., local,
regional, state, and federal) are able to communicate and co-
ordinate their efforts. Interoperability capability is a top priority
requirement for PSDR communication systems.

& Support of voice and data services: The SoR document identifies
voice and data as the two main categories of services that are
required for public safety communications. Even though voice
could be considered as just another data service, it is treated as
a separate category due to its primary role in first responder
communication. The SoR report also lists a number of inter-
active data services that PSDR communication technology
should support, such as instant messaging, video conferencing,
and database queries. Further requirements are Internet con-
nectivity and support for web-based services. The system
should also be capable of supporting real-time transmission
of vital statistics of objects or persons, such as the heart rate
of a fire fighter or the level of her oxygen tank. Noninteractive
data services that need to be supported include e-mail and
file transfer.

& Support for mobility: Public safety users must be able to have
constant communication while traveling at reasonable speeds.
The SoR document defines reasonable speeds, as the speed of up
toand includingsmall aircraft.Themobility requirement includes
the ability to roam between different networks, potentially oper-
ated by different jurisdictions. A further requirement is the ability
to determine the 3-dimensional geographical location of a user
solely based on functionality provided through the communica-
tion systems. This is very useful in situations where GPS-based
solutions fail to perform adequately, such as in urban areas or
most indoor environments. The SoR document mentions a re-
quired accuracy of the location system of 1 m.

& Standards-based design: Open standards are important for
PSDR communication systems as they allow interoperability in
a multivendor environment. Standards further reduce equip-
ment cost due to economies of scale. PSDR communication
systems should use products with the broadest possible market
base, while meeting all the essential requirements. The SoR
document specifically dictates the use of COTS-based equipment
whenever possible.
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& Security: A number of security aspects are crucial for PSDR
communication. The key requirements are privacy, data
integrity, authentication, access control, and availability. Privacy
guarantees that only the intended recipient of the message is
able to receive and understand it. Implementation of appropri-
ate privacy mechanisms might also be required for compliance
with state or federal policies, such as the Health Insurance
Portability and Accountability Act (HIPAA) [29]. Data integrity
prevents unauthorized (accidental or intentional) modification
or insertion of information. Access control mechanisms provide
authentication of users and their devices and limit access of
network resources to authorised entities. Furthermore, the com-
munication system needs to provide a high level of availability
and should be resistant to a wide range denial of service attacks,
including radio jamming.

& Communication modes: The SoR document lists a number of
communication modes that need to be supported by PSDR
communication systems. The required modes are unicast,
multicast, and broadcast. Furthermore, the system needs to be
able to operate in peer-to-peer mode, where clients are able to
directly communicate with each other in scenarios where fixed
communications infrastructure is unavailable.

& Network management: Under the heading command and
control, maintenance, and operation, the SoR report specifies
a number of network management requirements for PSDR
communication systems. These cover the traditional areas of
network management such as performance management, con-
figuration management, fault management, and security man-
agement. For example, administrators need to be able to define
and manage user groups and assign role-based permissions to
users. Further functionality that is required includes the ability
to continuously monitor the state of the network to detect
anomalies such as faults or attacks.

16.3.5 Performance Requirements

In addition to the aforementioned functional requirements, the
SAFECOM SoR report specifies performance requirements for PSDR
communication systems in the following areas:

& Robustness: PSDR communication systems need to be highly
reliable and robust and be able to function in very adverse and
hostile environments. Recent disasters have clearly under-
scored the shortcomings of currently deployed technology in
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this regard. PSDR communication systems need to be highly
redundant and should not have any single point of failure. In
case of link and node failures, systems should support self-
healing and self-configuration capabilities.

& Scalability: The SoR document specifies two types of scalability
requirements. Horizontal scalability refers to the ability of the
network to grow efficiently and cost-effectively in terms of
geographical coverage. Vertical scalability stands for the ability
to efficiently support increasing number of users. PSDR com-
munication systems need to be able to provide both horizontal
and vertical scalability, while still maintaining the required
quality of service (QoS).

& Quality of service: As a first priority, a PSDR communication
system must be able to provide reliable and high-quality voice
communication. Image and video data need to be transmitted
to allow rendering in acceptable quality. Beyond specifying
that the call-setup time for voice communication should not
be more than 250 ms, the SoR report does not provide any
quantitative QoS requirements. A further requirement is the
ability to differentiate between traffic of different levels of
priority. High-priority traffic needs to be given precedence
over low-priority traffic to guarantee delivery of urgent mes-
sages in situations of network congestion.

16.4 WMNs FOR PSDR COMMUNICATIONS

Section 16.3 gave a summary of the functional and performance
requirements that are specific for PSDR communication systems.
This section will evaluate the potential of WMN technology as a
platform for PSDR communication for both IANs and JANs, by dis-
cussing its ability to meet these requirements. We will also highlight
the areas where WMNs have inadequacies and where further research
is required.

16.4.1 Functional Requirements

16.4.1.1 Interoperability

Recent WMN products are based on commodity IEEE 802.11 hard-
ware. However, the majority of the commercial systems implement
their own proprietary mesh protocols for routing and network config-
uration. Unfortunately, this makes integration of mesh routers from
different vendors into a single WMN very difficult, if not impossible.
The emerging IEEE 802.11s standard with integrated mesh network
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support at the MAC layer might solve this problem, but given the state
of the standardization process, this is not expected to happen soon.
Even though integration of mesh routers from different vendors into a
single WMN is currently not possible, interoperability between different
WMNs, as well as between WMNs and other networks is not a
problem. The IP, the lingua franca of data communications, provides
the unifying standard that allows devices on different types of
networks, including WMNs, to communicate with each other. An
IP-based network is therefore the ideal common platform for commu-
nication between multiple emergency response services and different
jurisdictions. Interoperability to legacy PSDR communication systems
can be provided by dedicated bridging devices. For example, a number
of vendors provide radio over IP (or LMR over IP) bridges that
allow interconnecting traditional LMR radio systems with an IP-based
network.

16.4.1.2 Support for Voice and Data Services

Even though current WMN systems differ in terms of their mesh routing
protocols, they share IP as the common network protocol. IP-based
networks are very versatile and can be utilized for a wide range of
applications. All the application types required for PSDR communica-
tion specified in Section 16.3.4 are already widely implemented and
can easily be supported by WMNs. Voice over IP (VoIP) technology
allows the transmission of digitized voice over an IP-based packet
networks. Both the ITU-T as well as the Internet Engineering Task
Force (IETF) have defined a set of higher layer standards and protocols,
and implementations for VoIP services are readily available. Other
services such as instant messaging, video conferencing, or file transfer
have been deployed on IP networks for many years and are well
supported. Clearly, an IP-based network is also the ideal platform to
provide access to the Internet and the World Wide Web. The flexibility
and the variety of services that can be supported by WMNs is one of the
key advantages over traditional PSDR communication systems.

16.4.1.3 Mobility

According to the SAFECOM report [2], PSDR communication technol-
ogy should support mobile clients traveling with up to the speed of
small aircraft. IEEE 802.11 technology has not been designed to han-
dle mobile clients traveling at such high speeds. However, recent
experiments have shown that 802.11b can support mobile clients
with speeds of up to 180 km/h [31]. Further research is required to
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explore the limits of 802.11 technology in this regard. Mobile clients
cannot be expected to stay within the physical range of a single
access point or mesh router. Current deployments of traditional
WLANs support roaming of clients between access points. This type
of mobility is handled at the MAC layer and is transparent to higher
layers. An inter-access point protocol (IAPP) is used to coordinate the
handover between access points. Unless mesh networking is sup-
ported at the MAC layer, possibly with the upcoming mesh standard
IEEE 802.11s, roaming of clients between mesh routers needs to be
implemented at a higher layer. In typical WMNs, where mesh func-
tionality is implemented at the network layer, ad hoc routing protocols
handle the mobility management. New routes to the destination are
automatically detected, either proactively or reactively, when a client
roams between mesh routers. This method of mobility management
assumes that roaming occurs within a single IP subnet and mobile
clients do not change their IP address. If roaming between different
networks (i.e., IP subnets) is to be supported, mechanisms such as
mobile IP [30] are required. One of the problems with mobile IP is that
it relies on centralized entities, which is a bad match for highly
distributed WMNs. A further requirement for PSDR communication
systems in the context of mobility is the ability to determine the
location of a mobile device. The communication system needs to be
able to provide the location of a device or user with an accuracy of
1 m. Even though there have been efforts to implement location
services on 802.11 networks using triangulation methods [15], the
results are far from meeting PSDR requirements. Multipath signal
propagation effects represent the major obstacle to achieve exact
location information.

16.4.1.4 Standards-Based Design

IEEE 802.11 technology has experienced a huge success in the market
place and is evolving rapidly. In comparison, specialized PSDR com-
munication technology represents a relatively niche market, lacking
the resources for research and development of commodity systems. It
is not surprising that the functionality and performance of dedicated
PSDR communication systems generally lag behind that of commodity
systems. The use of COTS hardware based on the IEEE 802.11 stand-
ards provides WMNs with high performance and functionality at a
very low cost. It is widely recognized that cost is a crucial factor in
PSDR communications and is one of the main reason why many
outdated systems have not been upgraded or replaced yet. WMNs
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also meet the standards-based design requirement at the network
layer by using the IP. The only area where current WMN systems are
lacking common standards is the mesh protocol that provides routing
and self-configuration functionality. Current commercial WMN sys-
tems employ a variety of proprietary and incompatible mesh protocols
and mechanisms, which prevent the deployment of mixed-vendor
mesh networks. The efforts behind the upcoming IEEE 802.11s stand-
ard are aimed at addressing this problem by defining a wireless mesh
networking standard. The corresponding IEEE Task Group has issued
a call for proposals and is currently evaluating submissions.

16.4.1.5 Security

Wireless networks are generally more vulnerable to attacks than their
wired counterparts due to the broadcast nature of the wireless
medium and the lack of any firm physical boundaries. Wired Equiva-
lent Privacy (WEP), defined in [32], was a flawed attempt to provide
security for 802.11-based WLANs. Weaknesses in the protocol specifi-
cation and implementations allowed attackers to compromise a net-
work relatively easily [33]. IEEE 802.11i is a more recent security
standard that addresses the flaws and weaknesses of WEP, and pro-
vides privacy, integrity, and authentication. IEEE 802.11i is considered
secure and so far it has successfully withstood careful scrutiny and
analysis. IEEE 802.1x is a related standard that provides port-based
access control for wired and wireless networks. Security in wireless
networks can also be implemented at higher layers by protocols such
as IPSec or TLS. However, these protocols assume either a preexisting
trust relationship between participating nodes (e.g., by shared secret
keys), or the availability of a trusted third party such as a key distri-
bution server or a certification authority. These assumptions are valid
for relatively static networks with centralized infrastructure, but not
necessarily for WMNs that are highly distributed and can potentially be
very dynamic. Even though it is possible to preestablish keys within
closed user groups such as individual emergency service units or
agencies, it is an extremely challenging task to do this for all the
emergency service and disaster recovery units from various jurisdic-
tions that potentially need to cooperate and communicate during a
major disaster. Incompatible security parameter settings and lack of
the required keys will make communication between the different
first responder and disaster recovery units impossible, even if their
communication equipment is otherwise interoperable. One of the
research challenges in this context is to define mechanisms for key
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distribution and management for such dynamic environments and in
the absence of centralized infrastructure. This and similar problems
have been addressed by the ad hoc network research community for
some time [12]. The design space of key management and other secur-
ity mechanisms needs to be further explored to find viable trade-offs
between security and interoperability for different PSDR scenarios.

Availability is a crucial security requirement for PSDR communica-
tions and it cannot be guaranteed by cryptographic primitives. Attackers
have a range of options to launch denial of service attacks and disrupt
availability of communications services in WMNs. Attacks are possible
at the various layers of the protocol stack. At the physical layer, an
attacker can disrupt communication by simply jamming the radio chan-
nels in which WMNs operate. By saturating the frequency band with
noise, the signal-to-noise ratio at the receiver can be decreased to a
level where successful reception of data becomes impossible. It is
relatively easy for an attacker to implement localized jamming of a
small area using high-power commodity transmitters and directional
antennas. However, wide area jamming of a large number of mesh
nodes is very resource intensive and extremely difficult to accomplish
for an attacker. Due to their high level of redundancy and self-healing
capabilities, WMNs have great resilience to localized jamming.

Wireless LANs and WMNs based on IEEE 802.11 technology are
also susceptible to a number of attacks at the MAC layer. The correct
operation of the MAC functionality relies on the assumption that all
nodes collaborate and strictly adhere to the standard. There are a
number of ways in which individual nodes can misbehave to either
gain an unfair advantage in terms of resource allocation or to simply
deny service to other users [34]. For example, the virtual carrier sense
mechanism of 802.11 allows cheating nodes to reserve an almost
arbitrary large fraction of the available bandwidth. Another method
by which misbehaving nodes can deny other users their fair access to
the shared medium is by not respecting the inter-frame spacing (IFS)
periods. Finally, a malicious node can simply continually transmit data
and deliberately cause collisions by completely ignoring the exponen-
tial backoff mechanism of carrier sense multiple access with collision
avoidance (CSMA/CA). The result is the disruption of any data trans-
mission within the attacker’s radio range. These types of attacks are a
fundamental problem of the 802.11 MAC protocol and cannot be
prevented with cryptography. Fortunately, considerable efforts are
required to implement these kinds of attacks, as they require firmware
modifications or other fairly sophisticated techniques [35]. Similar
types of attacks are possible at the network layer. Malicious nodes can
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disrupt the routing and forwarding of packets in a number of ways. By
not following the specifications of the routing protocols malicious node
can simply refuse to forward any packets on behalf of other nodes
(black hole attack) or they can disrupt the routing protocol by advertise
false routes. A number of secure ad hoc routing protocols have been
proposed to prevent or mitigate such attacks [36,37]. These protocols
rely on cryptographic primitives for the implementation of authentica-
tion and data integrity mechanisms and therefore require a method for
key distribution. As mentioned above, key management for WMNs in
large-scale PSDR applications is an open research problem.

16.4.1.6 Communication Modes

Multicast (one-to-many) and broadcast (one-to-all) are important ser-
vice primitives required for PSDR communication systems, allowing
more efficient use of the network resources when identical data needs
to be sent to multiple recipients. IEEE 802.11 wireless networks pro-
vide support for these modes of communication at the MAC layer,
which is relatively straight forward due to the broadcast nature of the
wireless medium. However, broadcast/multicast support of the cur-
rent 802.11 MAC layer is limited to a single wireless cell and does not
extend to a multi-hop network. This limitation will be addressed in the
future by the emerging wireless mesh standard (IEEE 802.11s), which
aims to implement efficient multicast and broadcast primitives for
multi-hop networks at the MAC layer. Without MAC layer support,
multicast and broadcast need to be implemented at a higher layer.
A significant amount of research has recently been done in the area of
multicast routing protocols for ad hoc networks. However, it has been
shown that these protocols have some significant limitations in terms
of scalability and efficiency [38]. These protocols have been designed
for pure ad hoc networks where the entire network consists of mobile
client nodes. More research is required to design efficient multicast
routing protocols that are suitable for the more heterogeneous WMNs
with a mix of relatively static mesh routers and mobile clients. Finally,
WMNs in both client and hybrid mesh architecture support the
required peer-to-peer mode of operation where client devices are
able to communicate directly with each other without the support of
any communication infrastructure.

16.4.1.7 Network Management

Management and monitoring of multi-hop WMNs is more difficult
than for wired or single-hop wireless networks. The reasons are the
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lack of a hierarchical and static network topology, especially for client
and hybrid WMNs, node mobility, and the dynamic nature of ad hoc
routing protocols. Traditional network management tools based
on the Simple Network Management Protocol (SNMP) provide most
of the functionality required for PSDR communication systems
stipulated in the SAFECOM report [2]. However, due to their strictly
centralized or hierarchical mode of operation, they are a poor match
for the distributed and dynamic nature of WMNs. Ramachandran et al.
[47] present a basic monitoring system for multi-hop wireless
networks using a completely distributed architecture. Key features
include autodiscovery of sinks for monitoring information and resili-
ence to individual node failure. The feasibility of the approach is
demonstrated with an implementation for a WMN running the ad
hoc on-demand vector (AODV) [49] routing protocol. This work pre-
sents an important step toward a distributed and efficient solution to
network monitoring and management for WMNs, but a lot more work
is required in this area.

16.4.2 Performance Requirements

In addition to the above mentioned functional requirements, the SoR
document also lists performance requirements that need to be met by
PSDR communication systems. These requirements are in regard to
scalability, robustness, and QoS.

16.4.2.1 Robustness

Robustness is clearly one of the strengths of WMNs. One of the key
features of WMNs is the inherent redundancy of the mesh topology
with multiple redundant paths between communication endpoints.
The lack of a single point of failure guarantees connectivity even in
the event of individual link or node failures. The ability to self-heal
and dynamically adapt to a changing environment is another crucial
characteristic of WMNs. Mesh routing protocols automatically estab-
lish the best possible path between source and destination under the
given conditions. WMNs, therefore, easily meet the requirements of
PSDR communication systems in terms of reliability, survivability, and
restorability as defined in the SAFECOM report [2].

16.4.2.2 Scalability

The coverage area of a WMN (horizontal scalability) can easily be
increased by simply deploying additional mesh routers. However,
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this results in an increased average path length and it has been shown
that the throughput of a WMN degrades rapidly with the number of
hops involved in the end-to-end path [13,14]. This severely limits the
scalability of WMNs in terms of network size and diameter. One of the
main problems is co-channel interference, resulting in collisions,
reduced throughput, and increased communication delays. In contrast
to WLANs, the spectrum in WMNs is typically shared not only by the
traffic from clients to the access points, but also with the backbone
traffic between mesh routers. Furthermore, the 802.11 MAC mechan-
ism was designed for single-hop networks and does not perform well
in the multi-hop environment of WMNs.

The issue of vertical scalability is also very much an open research
problem for WMNs. It is difficult to determine exactly how many users
can be supported by a WMN, since this depends on a variety of
parameters such as network topology, terrain, and type of applica-
tions. The fact that most WMNs operate in unlicensed Industrial Sci-
entific and Medical (ISM) frequency bands and therefore have to share
the spectrum with other WLANs as well as a range of other wireless
devices further aggravates the scalability problem. A lot of public
safety and emergency response practitioners are very skeptical to
use any unlicensed frequency bands for their mission critical commu-
nications. In this context, it is interesting to note that the US Federal
Communications Commission has recently made the licensed 4.9 GHz
band available for public safety and homeland security applications.
Only minor changes are needed to 802.11a equipment operating in
the neighboring 5 GHz band to be used for the licensed 4.9 GHz band.
This allows manufacturers of PSDR communication systems to lever-
age the high performance and low cost of such commodity hardware,
while operating the equipment in dedicated public safety bands. First
commercial WMN products using the 4.9 GHz band have already been
announced by companies such as Firetide and Proxim. Spectrum
allocation is obviously a key issue in this context and it can vary
greatly from country to country. For example, the 4.9 GHz band
reserved for public safety applications in the United States is an
unlicensed ISM band in Japan and the IEEE 802.11j standard has
specifically been defined for wireless LANs in this band.

16.4.2.3 Quality of Service

Current WMNs based on commodity hardware fail to provide QoS
guarantees. The MAC mechanism of 802.11 networks is based on a
randomized algorithm (CSMA/CA), which makes it very difficult to
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give any guarantees regarding performance parameters such as delay,
throughput, or jitter. Furthermore, current 802.11 networks do not
allow differentiation of traffic with different levels of priority. This is
a crucial requirement for mission critical PSDR communication. In a
disaster scenario where the network is likely to be congested, it is
crucial to be able to give precedence to high-priority messages. IEEE
802.11e [16] is a recent extension to the 802.11 standard that supports
QoS and differentiation of traffic classes for single-hop wireless net-
works. However, the issue of QoS in multi-hop WMNs is still very
much an open research problem. Limited scalability and capacity,
combined with the lack of QoS guarantees are currently the most
significant shortcomings of WMNs in general. These are also the
areas where WMNs fall short of the requirements of PSDR communi-
cation systems. Industrial and academic research on WMNs is now
trying to address these problems. Section 16.5 highlights the key
research activities that are currently underway in this area.

16.5 KEY RESEARCH ACTIVITIES

As mentioned earlier, the main weaknesses of current WMN technology
are in regard to capacity, scalability, and QoS. This section gives an
overview of the main research activities addressing these issues. These
research efforts can be roughly classified according to the layer of the
protocol stack that they are focusing on.

16.5.1 Physical Layer

The physical layer of a wireless communication system is concerned
with the transmission of raw bits from a sender to a receiver and
addresses issues such as modulation, coding, and antenna design.
Research in this area is applicable to a wide range of wireless systems
and is not necessarily specific to WMNs. Researchers have been
exploring concepts such as beam-forming antennas, multiple-input
multiple-output (MIMO) systems, and cognitive radios to increase
the capacity of wireless communication systems. Beam-forming
antennas are able to dynamically concentrate the signal energy and
receiver gain in the desired direction, resulting in reduced interference
and thereby increased capacity. MIMO systems use multiple antennas
and sophisticated signal processing to exploit phenomena such as
multipath propagation to reduce error rates and increase throughput
of the wireless link. These ideas have been studied for years but high
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cost and complexity have prevented their widespread adoption into
commodity hardware so far. Recently, researchers have also started
investigating the idea of the so-called cognitive radios. The underlying
idea is a software-based radio with dynamically reconfigurable system
parameters, allowing dynamic and optimal adaptation to the operating
environment or user demands. For example, a cognitive radio system
could measure the utilization of a wide range of the radio spectrum
and dynamically switch to more underutilized bands. Even though
cognitive radios have a big potential to improve the spectrum effi-
ciency and capacity of wireless systems, the technology is relatively
new and it will be a long time before it will make its way into
commodity wireless products.

The use of multiple commodity wireless network cards (radios)
per node has recently been proposed as a method for increasing the
capacity of WMNs [17]. With multiple radios operating on different
orthogonal channels, a node can simultaneously transmit or receive
data with no (or very little) interference between the channels. The
potential of this approach has been demonstrated [39], where it was
shown that by adding a second radio to the nodes of a WMN the
average throughput could be improved by a factor of 6 to 7. The key
benefit of the multiradio solution is that it works with currently avail-
able COTS hardware, and is therefore a very cost-effective way to
increase the capacity and scalability of WMNs. An interesting problem
that is currently being investigated is how to optimally assign channels
to the various wireless interfaces of the nodes to minimize interference
and maximize throughput [18].

16.5.2 Media Access Control Layer

The MAC layer of communication system coordinates the access to a
shared transmission medium by different users. Wireless networks
based on the IEEE 802.11 standard use a CSMA/CA scheme that uses
a randomized back off mechanism in case of collisions. The IEEE
802.11 MAC protocol has been designed for single-hop wireless
networks and has significant limitations in the multi-hop environment
of WMNs, where traffic from multiple hops of the data path contends
for the shared medium [19]. Even though there have been a number of
proposals for new MAC protocols for wireless multi-hop networks
[20,21], they have not found their way into commodity systems. The
key problems of MAC-based solutions is that they are incompatible
with currently available hardware. This represents a much higher
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obstacle to widespread acceptance compared to solutions that can be
implemented with COTS hardware, such the multiradio approach.

16.5.3 Network Layer

The network layer of a WMN is responsible for discovering optimal
paths from a source to a destination, considering current network
conditions. Traditional routing protocols only consider the path length
as the routing metric. Finding the optimal path corresponds to finding
the path with the least number of hops, i.e., the shortest path. It has
been shown that for WMNs, the shortest path is not always best in
terms of throughput, delay, and error rate [22]. For example, it is better
to use a 2-hop path consisting of two high-quality wireless links than a
single-hop path that has low throughput and high error rates.
A number of researchers have been working on defining new routing
metrics that are more suitable for WMN environments. These metrics
specifically consider the quality of the individual wireless links.
Expected Transmission Count (ETX), the metric proposed by De
Couto et al. [23], measures the expected number of transmissions
needed to send a unicast packet across a link. Since this metric
includes retransmissions due to poor signal quality or collisions, it
gives a good indication of the link quality. Routing based on the ETX
metrics performs significantly better than traditional shortest path
protocols in WMNs [22]. A new routing metric specifically designed
for WMNs with multiple radios per node has been introduced by
Draves et al. [24]. The metric called Weighted Cumulative Expected
Transmission Time (WCETT) takes into account both path length as
well as link quality, and provides a trade-off between delay and
throughput.

Current routing protocols for WMNs can be roughly grouped into
two categories. The first consists of protocols that are based on
traditional routing protocols for wired networks such as Routing
Information Protocol (RIP) or Open Shortest Path First (OSPF).
Since these protocols are not able to handle node mobility, their
application is restricted to relatively static infrastructure WMNs. The
second category consists of protocols that are based on ad hoc
routing protocols. Tremendous research efforts have been made in
this area over the last few years and an impressive number of ad hoc
routing protocols have been proposed. These protocols were
designed for networks with highly mobile and typically power con-
strained devices. As a consequence, these protocols are able to
handle node mobility and the generally dynamic nature of WMNs.
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To the best of our knowledge, there currently exist no routing
protocols that are specially designed for hybrid WMNs, consisting
of a mix of mobile nodes and relatively static mesh routers. How-
ever, this is the most likely WMN architecture to be employed for
PSDR communications, especially in the case of IANs. Current WMN
routing protocols do not differentiate between the type of nodes in
the network and are therefore unable to take advantage of the high
degree of heterogeneity. Mesh routers and mesh clients can differ
greatly in a number of aspects. Mesh clients are generally resource
constrained devices with limited battery power, equipped with only
a single radio. In contrast, mesh routers are much less resource
constrained and are either powered with high-capacity batteries or
have access to mains power. In addition to being more static, mesh
routers are also likely to be equipped with higher gain antennas and
multiple radio interfaces, resulting in a significantly increased cap-
acity compared to mesh clients. In an emergency response scenario
where an IAN is implemented via a hybrid WMN, it is crucial to route
traffic preferably via mesh routers and only use mesh clients as
routers if necessary. This not only maximizes the battery life of the
mobile terminals used by first responders, but also results in
increased throughput and QoS.

We are currently investigating extensions to AODV that implement
such a mesh router preferential routing scheme. The key idea is to
replace hop count as AODV’s standard routing metric with a metric
that not only considers the number of hops but also the type of the
individual nodes and their available resources. Simulations of hybrid
WMN networks with a topology and mobility pattern that are typical
for PSDR scenarios show significant improvements of this simple
scheme over standard AODV in terms of latency and packet delivery
ratio [48]. However, these are early results and a lot more work is
required to develop routing protocols that perform optimally for PSDR
applications and are able to provide the required QoS in emergency
response situations.

Some researchers also propose an interaction or integration of
the routing protocols with the MAC layer and/or the physical layer
[25–27]. Such cross-layer mechanisms have a great potential to
improve protocol performance. For example, the routing protocol
could benefit from having access to information about the link quality
from the physical or MAC layer. However, the cross-layer optimization
approach in protocol design is somewhat controversial, since it
violates the paradigm of clear separation of protocol layers. The
potential consequences are incompatibility with current protocols,
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reduced modularity, and increased maintenance and management
costs. It remains to be seen to what extent cross-layer optimization
will be incorporated into future WMN designs.

16.5.4 Higher Layers

Due to the physical characteristics of the transmission medium, wire-
less networks in general and WMNs in particular have higher trans-
mission error rates than wired networks. It is a well-known fact that
TCP, the most predominant transport protocol, does not perform well
in wireless environments. This is mainly due to the fact that TCP
assumes a reliable physical layer and associates packet loss with
network congestion. Over the last few years, a number of solutions
have been proposed to improve the performance of TCP over wireless
networks [40,41]. Some researchers have also proposed completely
new transport protocols to replace TCP [42]. Given the installed base
of TCP and the dependency of many applications on it, it is unlikely
that new and incompatible protocols will have a good chance of
adoption in the marketplace. A further proposal to deal with the
dynamic nature of wireless networks is the concept of application
adaptivity [43]. In this approach, applications are aware of the charac-
teristics and resources of the network and can adapt accordingly. For
example, a video conferencing application could react to a drop in
available bandwidth either by reducing the quality of the video, or
even by entirely removing the video frames to guarantee that the most
important voice packets are transmitted timely and reliably. Adaptive
applications are a promising method to deal with the dynamic nature
of WMNs, but a lot more work is required to explore their potential.

16.6 CONCLUSIONS

WMNs based on commodity hardware have a great potential for
PSDR applications. Economies of scale and a tremendous investment
in research and development resulted in the availability of high-
performance wireless equipment at a very low cost. WMNs leverage
commodity hardware to provide wide area broadband connectivity
cost-effectively. As discussed in Section 16.2, further characteristics
of WMNs are interoperability, robustness, self-configuration, and self-
healing capabilities, making them a promising platform for PSDR
communications. Reliable and efficient communication is absolutely
mission-critical for PSDR operations. Communication technologies
used in this context need to meet a set of application specific functional
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and performance requirements, as outlined in Section 16.3. Even
though WMNs are able to meet most of the functional requirements,
they currently suffer from significant limitations in terms of scalability
and QoS, which are crucial performance requirements in the PSDR
context. Given the current research efforts that are underway in
this area, we are quite optimistic that these limitations can be over-
come and that WMN technology will play a vital role in future PSDR
communications.
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K-connected topologies, 129
Khaciyan’s ellipsoid method, 311
k-hop routing zone, 21

L
Land mobile radio (LMR), 546
Laptops, 117
Layer-2 bridging with 802 LAN,

413–414
Linear integer programs, 318–319
Link layer protocols, 5
Link-layer retransmission schemes,

151
Link metrics, 120
Link quality-aware routing, 88–89
Link quality extensions (LQEs), 521
Load and interference-balanced

routing algorithm (LIBRA), 40
Load-aware channel assignment, 138
Load balanced ad hoc routing

(LBAR), 89, 290–291
Load balanced index (LBI), 291
Load balancing, across interfaces, 13
Load balancing ad hoc on-demand

distance vector (LB-AODV)
routing protocol, 291–293

Load index-based moving boundary
approach, for load balancing,
270–271

Local association base advertisement
(LABA) messages, 138

Logical link control (LLC) layers, 407
Long-distance wireless mesh

networks, 104–105
Long interframe space (LIFS), 29
LP-relaxation with rounding

deterministic, 311–312
randomized, 312–314

M
MAC common part sublayer

(MAC CPS), 432
MAC layer buffer, 58

802.11 MAC/PHY hardware, 62
MAC protocol contention, 27
MAC throughput, 248–251
Master session key (MSK), 185
MATLAB 7.0, 319
MATLAB simulation, 462
Maximum contention window

(CWmax), 156
Maximum link conflict

weight, 70
Max–Min flow allocation, 105
MCSMA MAC protocol

packet transmission mechanism
of, 28–29

Mean opinion score (MOS), 334
Mean squared error (MSE), 334
Medium access control (MAC) layer

protocols, 5, 16
Medium access control layer, in

wireless mesh networks
advanced features of, see IEEE

802.11 task group features
Aloha and slotted Aloha protocol,

152–153
channel hopping MAC protocol,

165
contention-free MAC protocols for

synchronized mesh networks,
168–170

cross-layer channel assignment
MAC protocol, 165–168

CSMA and CSMA/CA, 153–154
design and objective challenges

in, 149–152
handshake-based channel

selection MAC protocol,
162–165

IEEE 802.11 DCF protocol,
154–155

IEEE 802.11e MAC protocol,
155–158

protocols for mesh nodes
equipped with directional
antennas, 158–161

trade-offs and constraints
in, 177–178

Merkle hash tree, 219
Mesh access points (MAPs), 395
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Mesh beacon collision avoidance
protocol, 401–402

Mesh beaconing, 400–402
MeshCluster, 208
Mesh deterministic access, 174–176

opportunity (MDAOP), 175
Meshdynamics, 208
Mesh federation, 191
Mesh link operations, 399–400
Mesh mode in, IEEE 802.16 WiMAX

basic capabilities negotiation
in, 443

entry process termination
in, 444–445

frame format, 439–441
node authorization in, 443–444
node registration in, 444
scheduling data subframe, 447–449
scheduling MSH-NCFG in control

subframe, 445–447
scheduling MSH-NENT in control

subframe, 445
security management in, 449–450
supplementary information

acquirement, 444
synchronization and opening

sponsor channel process
in, 442–443

Mesh routing strategy (MRS), 128
Metric of interference and channel-

switching (MIC), 40, 121
advantages of, 41
first part of, 40
for a given path, 40–41
second factor of, 40

Microsoft mesh networks, 115
Minimum contention window

(CWmin), 156
Mixed integer nonlinear

programming (MINLP), 226
Mobile ad hoc networks (MANETs),

114
Mobile client nodes, 5
Mobile subscriber station (MSS), 434
Moving picture experts group

(MPEG), 333
Multi access interference (MAI), 51
Multicast forwarding, 413

Multichannel carrier sense multiple
access (MCSMA), 20

Multichannel MAC protocols
channel hopping, use of, 165
cross-layer channel assignment,

165–168
handshake-based channel

selection, 162–165
Multihop ad hoc networking, 343
Multihop mobile ad hoc wireless

networks (MANETs), 335
Multihop wireless networks,

6, 14
Multihop wireless relaying, 6
Multimedia communications, over

wireless mesh networks
communication requirements,

331–332
handoff, 338–340
interactive voice services, 346–350
intervehicle communications,

350–352
network capacity, 337–338
network latency, 338
network routing, 340–343
perceived quality evaluation,

333–335
real-time multiplayer games,

352–354
robustness issues, 332–333
streaming services, 344–346

Multimedia streaming services,
344–346

Multipath routing, 90
Multiple antenna techniques, for

wireless mesh networks
beamforming and antenna nulling

techniques in, 364–366
diversity and space–time coding

in, 366–368
increase capacity and throughput,

373–375
increased energy efficiency in,

377–380
other improvements, 380–383
routing performance

improvements in, 375–377
spatial multiplexing, 368–369
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Multiple description coding (MDC)
scheme, 344–345

Multiple-input multiple-output
(MIMO) channels, 15–16,
337, 363

Multiple-input-single-output (MISO)
channels, 363

Multiple interface declaration (MID)
messages, 128

Multiple radio nodes, 56–57
Multipoint relays (MPRs), 125
Multi-radio link-quality source

routing (MR-LQSR) protocol,
21, 36–40, 129–131

advantages of, 39
Multiradio unification protocol

(MUP)
architecture of, 24
design goals of, 24
disadvantages with, 28
interfaces associated with, 24
modules with, 25–27
schemes of, 25
striping approach of, 61

Multiradio wireless mesh networks
architectural design issues, 18–19
backbone topology synthesis

algorithm, 42–45
capacity scaling, 53–57
channel assignment basics, 65–69
dynamic channel assignment,

95–97
formulations and algorithms,

69–70
inter-channel interference, 97–98
interleaved carrier sense multiple

access, 29–31
joint approaches, 75
limitations, 70–72
load-aware interference balanced

routing protocol of, 40–41
medium access control design

issues, 19–20
802.11 mesh architecture, 52–53
multichannel CSMA MAC of,

28–29
multiradio link quality source

routing of, 36–40

objectives of topology protocols,
40–41

open research questions related to,
75–76

routing metric design issues,
21–22, 34–36, 72–75

topology-based channel
assignment, 93–94

topology control design issues,
22–23

traffic-aware channel assignment,
94–95

two-phase TDMA-based medium
access control scheme, 31–34

unification protocol, 24–28
usage policies, 61–63

Multiradio WMNs (MR-WMNs), 5
MUP-Channel-Quality schemes, see

Multiradio unification
protocol

MUP-channel select
acknowledgment (MUP-
CSACK) packet, 26

MUP-channel select (MUP-CS)
packets, 26

MUP-Random scheme, see Multiradio
unification protocol

N
Nash equilibrium, 483
National incident management

system (NIMS), 553
Neighbor discovery process, 26
Neighborhood RED, 101
Neighbor report, 76
NetEntry Ack, 443, 445
NetEntryClose message, 444–445
Net-EntryOpen message, 443
NetEntryReject, 443
NetEntryRequest message, 443, 445
Network allocation vector (NAV), 11,

154
Network discovery

neighbor discovery, 405–406
topology discovery, 405

Network Interface Card (NIC)
devices, 168

Network latency, 338
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Network layer backbone-topology, 20
Network layer protocols, 5
Network scalability, 23
Network simulator-2 (NS2), 460
NexGen City solution, 521, 522
Node exchanges, 63
Nonindependent randomized

rounding, 316–318
Nonisotonic routing protocol, 22
Non-line-of-sight (NLOS)

connectivity, 192
Non-line-of-sight (NLOS)

environments, 428
Non-real-time polling service (nrtPS),

450
NovaRoam enterprise series

products, 521

O
OFDM symbol, 430–431
Omnidirectional antennas, 158
On-demand source-routing-based

routing protocol, 22
One dimensional (ID) networks, 9
One-size-fits-all solution, 178
Open shorter path first (OSPF), 131,

407
Open system interconnection (OSI)

layer, 487
OPNET simulation package, 57
Opportunistic routing, 92
Optimal fractional solution, 312
Optimal neighbor density, 292
Optimal user datagram protocol

(UDP) throughput, 83
Optimized link state routing protocol

(OLSR), 125–128, 341
Organized beam hopping (OBH),

365
Orinoco AP-1000 access points, 98
Orthogonal channel nodes, 28, 50, 56
Orthogonal frequency division

multiple access (OFDMA),
482

Orthogonal frequency division
multiplexing (OFDM)
technique, 15, 373, 428, 477

Outdoor nodes (ONs), 514

P
Packet dropping attack, 197
Packet error rate (PER), 128
Packet Purse model, 206
Pareto outcome, 310
Partitioned host-based load

balancing approach, for load
balancing, 271–272

Passive attacks, to WMNs, 193
Passive scanning, 339
Path metric, 120
Path selection metrics, 407–408
PCI/PCMCIA cards, 98
Peak signal-to-noise ratio (PSNR),

334
Perceived collision, 11
Perceptual evaluation of audio

quality (PEAQ) algorithms,
334

Perceptual evaluation of speech
quality (PESQ), 334

Personal area networks (PANs), 512,
554–555

Point-to-multipoint modes, of IEEE
802.16 WiMAX

energy management in, 434–437
frame format, 433–434
security management in, 437–439

Point to multipoint (PMP) models,
169

Poisson process, 250
Position-based routing protocols,

117, 131–132
Preferable channel list (PCL), 164
Preferred destination ring routing

scheme, 287
Preferred inner ring routing scheme,

284–286
Preferred outer ring routing scheme,

281–284
Preferred source ring routing

scheme, 287–289
Pre-shared keys (PSK-TLS), 187
Proactive routing protocols, 118
Protect integrity, of routing

messages, 205
PSC user group network (PUGN),

512
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2P-TDMA-based MAC protocol,
31–34

Public-key infrastructure (PKI), 204
Public safety and disaster recovery

(PSDR) communications, 546
functional requirements, 557–559
performance requirements,

559–560
PSDR command and

communication structure,
553–554

PSDR communication technology,
557

types of PSDR communication
networks, 554–557

Pulse code modulation (PCM) voice
codec, 535

Q
Q-NULLHOC, 381
QoS routing, 120
Quadrature amplitude modulation

(QAM) constellation, 431

R
Radio access networks (RAN), 484
Radio access technology (RAT),

477
Radio auction agent (RAA), 489
Radio aware optimized link state

routing (RA-OLSR), 136–138,
410–411

Radio resource goods (RRGs), 485
Radio technology, choice of, 15
Radio usage policy, 51
RADIUS authentication mechanism,

522
RADIUS protocol, 185
Random early detection (RED), 101
Randomized rounding, 312–314

analysis of, 314–316
Reachability graph, of the network,

66
Reactive protocols, 117
Ready to receive (RTR) messages,

165
Real-time multiplayer games,

352–354

Real-time polling service (rtPS),
450

Received signal strength indicator
(RSSI), 76, 443

Receiver-initiated channel-hop with
dual polling (RICH-DP), 165

Regular nodes (RNs), 42
Reinforcement learning, 482
REQUEST/GRANT/CONFIRM

process, 459
Request-to-send/clear-to-send (RTS/

CTS) mechanism, 243
Request-to-send/clear-to-send (RTS/

CTS) messages, 84
Request-to-send (RTS) packets, 11
Request-to-switch (RTX) frame, 174
Reserve price calculator (RPC), 491
Resource auction multiple access

(RAMA), 486
Resource management, of networks,

13
Ring-based multihop WMN, channel

activity in
empty slot, 246–248
MAC throughput, 248–251
optimal coverage and capacity of,

251–256
successful/unsuccessful

transmission from considered
user, 244–246

successful/unsuccessful
transmission from other
user, 248

Round trip time (RTT)
unfairness, 86

Round-trip time (RTT) variations, 17
Route change latency, 537
Route discovery, 123
Route error (RERR) message, 124
Route oscillation, 89
Route reply (RREP) packet, 293
Route request (RREQ) flood, 200
Route request (RREQ) packet, 293
Route-select-waiting-period, 291
Routing, in wireless mesh

networks
routing protocols, see Routing

protocols
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special properties of mesh
networks, 116–117

Routing metrics, 72–74
design issues, of mesh networks,

21–22
Routing protocols

ad hoc on-demand distance vector
routing protocol (AODV),
122–125

bandwidth aware routing, 129
classification of, 117–118
cross-layer routing approach,

128–129
design issues, of mesh network,

20–21
dynamic source routing protocol

(DSR), 125
multipath routing for load

balancing and fault tolerance,
119–120

multi-radio link-quality source
routing (MR-LQSR) protocol,
129–131

optimized link state routing
protocol (OLSR), 125–128

other topology-based routing
protocols for wireless mesh
networks, 131

position-based routing protocols,
131

QoS routing, 120
requirements on routing in

wireless mesh networks, 119
routing on layer 2, 118–119

Routing table overflow attack, 199
RREQ/RREP messages, 134
RTS–CTS control messages, 196
RTS–CTS–DATA–ACK packet

exchange scheme, 30, 159
RTS packet, 31
Rushing attack, 200
Rx/Tx transition gap (RTG), 433

S
S–A–D route, 64, 73
SAFECOM program, 512, 547,

557, 561
Satellite networks, 14

Scalable ring-based WMN, for
wide-area coverage

network architecture and
assumptions, 241–242

wireless collision domain and
sensing region, 242–244

Scalable wireless mesh network, for
dense urban coverage

architecture and assumptions,
231–234

numerical examples of, 238–241
optimal access point placement,

234–237
Search-based approximation

solution, 94
Secure ad hoc on-demand distance

vector routing (SAODV), 202
Secure efficient ad hoc distance

vector (SEAD), 201
Secure routing protocols, 106
Secure routing protocol (SRP), 201
Secure Socket Layer (SSL), 187
Secure unicast messaging protocol

(SUMP), 196, 214–219
Security association identities

(SAIDs), 437
Security-aware ad hoc routing

(SAR), 202
Security technology, in wireless

mesh networks
authentication of, 195–196
authentication protocols, 210–219
community mesh issues, 191–192
intrusion detection, 205–206
key management and community

security, 203–205
mesh federation issues, 191
network infrastructure extensions,

190–191
other technologies, 206
potential attacks to mesh

networks, 193–195
secure layer in, 196–199
secure routing, 199–203
security challenges, 192–193
single administrative domain

scenario, 189–190
system proposals, 207–210
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Selfish and greedy behavior
attack, 195

countermeasures to, 198
Sensing region, 242–243
Sensing threshold (ST), 28
Sequence numbers, use of, 123
Service data units (SDUs), 170
Service specific convergence

sublayer (SSCS), 432
Session initiation protocol (SIP),

525–526
Shortest path-based moving

boundary approaches, for
load balancing, 268–269

Shortest path routing, 277–278
Short inter frame space (SIFS), 154
Signal-to-interferenceþnoise ratio

(SINR), 50
Signal-to-interference noise ratio

(SIR), 304
Signal-to-interference plus-noise-

ratio (SINR) values, 365
Signal-to-noise and interference ratio

(SNIR), 489
Signal-to-noise ratio (SNR), 484
Simultaneous reception (SynRx)

operation, 32
Simultaneous transmission

(SynTx), 31
Single-channel multihop IEEE 802.11

network, 54–55
Single-hop wireless networks, 6
Single-objective optimization

program, 310
Sinkhole attack, 194
SIR constraints, 307
SIR thresholds, 305
SkyPilot network solutions, 521, 522
Sleep deprivation attacks, 195,

197, 200
Slot allocation algorithm, 463
Slotted Aloha protocol, 152–153, 486
Slotted seeded channel hopping

(SSCH), 165
Smoothed round-trip time (SRTT), 27
Soft channel reservation, 29
Software-defined radios (SDRs),

371, 468

SoR document, 559–560
Source Address (SA), 412
Space time block coding (STBC), 365
Space–time coding, 366–367
Space time trellis codes (STTC), 367
Spanning tree protocols (STP), 406
Spanning tree protocol (STP)-based

tree backbone, 20
Spatial multiplexing, 368–369
Spatial time division multiple access

(STDMA) scheduling, 298, 374
continuous quadratic nonconvex

optimization problems with,
318–319

cross-layer information plane,
301–304

joint power control and multirate
allocation, 307–311

LP-relaxation with rounding,
311–314

nonindependent randomized
rounding schemes, 316–318

numerical investigations of,
319–322

optimization algorithms for link
scheduling, 304–307

randomized rounding schemes,
314–316

research issues related to, 323–325
Spectrum scarcity, 479
SS basic capability request (SBC-REQ),

443
SSbasic capability response (SBC-RSP),

443
STAR routing protocol, 21
Static nodes, 116
Static wireless relay nodes, 5
Striping process, 61
Strix systems, 521, 522–523
Strong edge-coloring problem,

69–70
Subscriber station (SS), 428
Swarm intelligence, 481–482
Switching delay, 56
Sybil attack, 195
Synchronous operation

(SynOp), 32
SynTx operation, 32
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T
Table-driven hop-by-hop routing

protocol, 22
TABU search-based approximation

algorithm, 94
Target beacon transition time

(TBTT), 401
Telecommunications industry

association (TIA), 557
Temporal key integrity protocol

(TKIP), 186, 527
Terrestrial trunked radio (TETRA),

511, 557
Threshold packet error rate (PER),

379
Throughput degradation, in WMN

with string topology, 9
Throughput enhanced wireless

in local loop (TWiLL)
networks, 14

Throughput fairness, in WMN, 10–12
Tier-2 backhaul AP mesh, 51
Tier-1 client–AP connectivity, 51
Time division duplex (TDD), 169
Time division multiple access

(TDMA), 152
algorithm, 101

Time division multiplexing (TDM),
169

Time to live (TTL), for loop
prevention, 119

Tone-based directional MAC (Tone
DMAC) protocol, 160

Topology-based channel assignment,
93–94

Topology-based routing protocols,
117

Topology broadcast–based reverse-
path forwarding (TBRPF),
341, 521

Topology control, 23
algorithms, 41
messages, 127

Topology dissemination based on
reverse-path forwarding
(TBRPF), 131

Topology modification mechanisms,
51

Total received signal strength
(TRSS), 28

Traffic-aware channel assignment,
94–95

Traffic encryption key (TEK), 438
Traffic specification (TSPEC)

management, 155
Transmission control protocol

(TCP), 83
congestion control of, 84

Transmission opportunity (TXOP)
limit, 156

Transmit-receive (TX-RX) times,
176

Transport Layer Security (TLS)
protocol, 187

Tree generation latency (TGL), 537
Tropos, 207
Tunneling, 372
Two-hop extended neighborhood,

441
Two-phase time division multiple

access (2P-TDMA), 20
TxRx operation, 33
Tx/Rx transition gap (TTG), 433

U
UDP/IP tunneling mechanism, 461
Ultra high frequency (UHF)

bands, 557
Ultra wide band (UWB), 15–16,

336, 373
Uncoordinated distributed

scheduling, 447–449
Unequal error protection (UEP)

schemes, 333
Unicast forwarding, 412
Unidirectional link detection

avoidance (ULDA)
extensions, 521

Uniform-spacing placement
strategy, 237

Universal mobile telecommunication
systems (UMTS), 228, 490

University of California, Santa
Barbara (UCSB) MeshNet
test, 339

Unsolicited grant service (UGS), 450
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User datagram protocol (UDP)
data flows, 354
transport, 420

V
Vertex formulation, 66
Very high frequency (VHF)

bands, 557
Videoconferencing systems, 336
Virtual nodes, 74
Virtual private network (VPN)

functionality, 522
Voice over Internet Protocol (VoIP),

17, 330, 450

W
Waveform similarity overlap add

(WSOLA) timescale
modification technique, 350

Weighted cumulative ETT (WCETT),
90–91

Weighted cumulative expected
transmission time (WCETT),
36, 121

metric, 72
routing metric for a path, 36–37

Wi-Fi multimedia (WMM), 340
WiMAX simulator, 453–455
Wireless ad hoc networks

theoretical upper limit of, 8
traditional, 8
vs wireless mesh networks, 6–7

Wireless Broadband (WiBro), 427
Wireless collision domain,

242–243
Wireless distribution system

(WDS), 20
mode, 80

Wireless dual authentication protocol
(WDAP), 196, 210–214

Wireless gateways (WGs), 338–339
Wireless in local loops (WiLL), 6
Wireless local area networks

(WLANs), 4
Backhaul channel selection,

397–399
forwarding in, 411–413
frame formats, 396–397

hybrid wireless mesh protocol,
408–410

IEEE 802.11s and practical mesh
networks in, 421–422

interworking in, 413–416
management and configuration,

420–421
mesh beaconing, 400–402
mesh link operations, 399–400
mesh medium access control,

402–404
mesh security, 416–418
mesh standardization, 396
mesh topologies, 395–396
network discovery in mesh,

404–406
path selection metrics, 407–408
power saving in, 404
quality of service in, 418–420
radio-aware optimized link-state

routing protocol, 410–411
routing framework, 406–407

Wireless mesh networks, 299;
see also Scalable ring-based
WMN, for wide-area
coverage; Scalable wireless
mesh network, for dense
urban coverage

application layer, 17
architecture of, 548–550
center loading in, see Center

loading, in wireless mesh
networks

challenges in, 371–373
characteristics of, 369–371,

550–552
fire emergency management and

market analysis, see Fire
emergency management and
market analysis, of wireless
mesh networks

flat design, 14
gateway load balancing in, see

Gateway load balancing,
in wireless mesh networks

hierarchical design of, 14
hybrid design of, 14–15
IP wireless networks, 300–301
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issues related to load balancing
in, 294

medium access control layer, 16;
see also Medium access
control layer, in wireless mesh
networks

multimedia characteristics in, see
Multimedia communications,
over wireless mesh networks

multiple antenna techniques for,
see Multiple antenna
techniques, for wireless mesh
networks

multiradio, see Multiradio wireless
mesh networks

network layer, 16–17
open research issues in the

physical layer of, 45–46
other load balancing solutions,

290–294
physical layer design issues

in, 15–16
reliability and robustness, 12–13
resource management, 13
scalability issues, 257–259
security in, see Security

technology, in wireless mesh
networks

system-level design issues, 17–18
systems and standards, 552–553

throughput capacity, 9–10
throughput fairness, 10–12
traffic flows in, 10
transport layer, 17

Wireless mesh networks, for public
safety and disaster recovery
applications

functional requirements in,
560–565

performance requirements,
566–568

research activities in, 568–572
Wireless mesh points (MPs), 148
Wireless metropolitan area network

(WMAN), 427
Wireless protected access preshared

key (WPA-PSK), 527
Wireless routers (WR), 339
Wireless sensor networks, 6
WLAN mesh standardization, 396
WMAN-OFDM modulation

scheme, 429
Working-in-vain region, 243
World wide web, 561
Wormhole attack, 194, 199
WRP routing protocol, 21

Z
Zone routing protocol (ZRP),

21, 131
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